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Abstract. Matching is occasionally used in cohort studies; examples include
studies of twins and some studies of traffic crashes. Analysis of matched cohort
data is not discussed in many textbooks or articles and is not mentioned in the
Stata manuals. Risk ratios can be estimated using matched-pair cohort data with
Stata’s mcc command. We describe a new command, csmatch, which can produce
these risk ratios and is often more convenient. We briefly review flexible regression
methods that can estimate risk ratios in matched cohort data: conditional Poisson
regression and some versions of Cox regression.
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1 Introduction

When conducting a case–control study, investigators sometimes match each case to a
control on a factor that might confound the association of the study exposure with the
study outcome. If the matching is exact, accounting for the matching in the analysis will
eliminate confounding by the matching variable. The analytic method commonly used
to account for the matching in case–control studies is conditional logistic regression; the
estimated odds ratios this method produces will approximate risk ratios if the outcome is
sufficiently rare, as it usually is in a case–control study (Koepsell and Weiss 2003, 203–
205). Mantel–Haenszel methods (Mantel and Haenszel 1959) can be used to analyze
matched case–control data. For a dichotomous exposure, matched case–control data
can be displayed in a 2× 2 contingency table in which the cell frequencies are counts of
pairs:

Controls
Cases Exposed Not exposed
Exposed A B
Not exposed C D

Only the counts in cells B and C—the cells discordant on both exposure and
outcome—are needed to estimate the odds ratio, a confidence interval, and a p-value.
The odds ratio for the outcome (becoming a case) among those exposed, compared with
those not exposed, is B/C. The p-value for a test that this odds ratio differs from 1 is de-
rived from the well-known McNemar test (McNemar 1947), which uses only information
from cells B and C. This method is implemented in the Stata mcc command.

c© 2004 StataCorp LP st0070
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Matching also can be used in a cohort study to prevent confounding of the rate
ratio, risk ratio, or hazard ratio. If each exposed subject is matched with a subject not
exposed, with regard to the potential confounding variable, confounding will be avoided,
provided that there is no loss to follow-up. Unlike in a case–control study, there is no
need to account for the matching in the analysis to avoid bias. However, an analysis that
does account for the matching may offer an advantage in some studies: a matched-pair
analysis only requires data from matched pairs in which one or both had the study out-
come (Rothman and Greenland 1998, 283–285; Cummings, McKnight, and Weiss 2003;
Cummings, McKnight, and Greenland 2003). The matched-pair risk ratio can be esti-
mated even if the analyst has no information regarding the pairs in which no subject
had the outcome.

Although the Stata manuals do not mention the matched cohort design, Stata’s
mcc command provides output for the matched-pair risk ratio. The method imple-
mented in the command is an extension of Mantel–Haenszel methods (Nurminen 1981;
Rothman and Greenland 1998, 283–285). The mcc command’s output swaps exposure
and outcome labels if the data are from a matched-pair cohort study; those exposed are
labeled “cases”, those not exposed are labeled “controls”, those with the outcome are
labeled “exposed”, and those without the outcome are labeled “unexposed”. The mcc

command also has the disadvantage of requiring that each study pair be in the same
row of a Stata data file. This data format is different from that required by conditional
logistic regression and other commands, which require that each study subject be in
their own row of data; a group option is used to identify which subjects are in the same
pair. To shift from conditional logistic regression to the mcc command, the data file
must be reformatted.

We have written a Stata command, csmatch, that estimates the matched risk ratio.
When applied to matched-pair cohort data, this command correctly labels exposure and
outcome. Furthermore, the csmatch command has a group() option that allows the
user to analyze data in the same format that Stata uses for regression commands.

Like Stata’s mcc command, csmatch is chiefly useful for teaching purposes to illus-
trate how matched cohort data may be analyzed. More flexible methods for matched
cohort analyses are available in Stata and these will be discussed in the last section of
this article.

2 The csmatch command

2.1 Syntax

csmatch depvar expvar
[

if exp
] [

in range
]

, group(varname)
[

level(.#)

personvar(varlist) pairvar(varlist)
]
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2.2 Description

csmatch estimates the risk ratio for the outcome, depvar , given the exposure, expvar ;
depvar and expvar must be binary and coded as 0 or 1.

2.3 Options

group(varname) specifies the identifier variable (numeric or string) for the matched
pairs. The data must be organized so that there is one record for each person, i.e.,
two records for each pair.

level(.#) specifies the confidence level, as a fraction, for the estimates. Unlike many
Stata commands, level() must be a fraction between 0 and 1, such as .95, not a
percentage, such as 95%. The default is level(.95).

personvar(varlist) specifies a list of potential confounding variables that are specific
to a person or individual, such as age or sex. These must be numeric.

pairvar(varlist) specifies a list of variables that are the same for each member of a
pair but may differ between pairs. If you studied vehicle occupants paired in their
cars, examples might include speed or crash angle. These must be numeric.

3 An example of a matched-pair cohort study

To study risk factors for drug use, investigators (Lynskey et al. 2003) used data from
a registry of Australian twins to estimate the association of early cannabis use with
the use of other drugs at a later age. They selected all twin pairs (n = 311) among
whom one had used cannabis before age 17 years (the exposed twin) and the other had
not. By studying pairs of twins, they eliminated confounding by all genetic, family, and
environmental factors that were shared by the twins. Data on subsequent cocaine use
for the 311 pairs may be analyzed using the immediate version of Stata’s mcc command:

(Continued on next page)
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. mcci 61 88 21 141

Controls
Cases Exposed Unexposed Total

Exposed 61 88 149
Unexposed 21 141 162

Total 82 229 311

McNemar’s chi2(1) = 41.18 Prob > chi2 = 0.0000
Exact McNemar significance probability = 0.0000

Proportion with factor
Cases .4790997
Controls .2636656 [95% Conf. Interval]

difference .2154341 .1509335 .2799346
ratio 1.817073 1.509991 2.186606
rel. diff. .2925764 .2174201 .3677328

odds ratio 4.190476 2.58041 7.104024 (exact)

The outcome of cocaine use was more common among those who used marijuana
when they were young (149/311 = .48) compared with those who did not use marijuana
(82/311 = .26); these risks are given in the output under the heading “Proportion with
factor”. The matched-pair odds ratio for cocaine use among those who used marijuana
before they reached 17 years, compared with those who did not use marijuana, is simply
B/C = 88/21 = 4.2. The investigators (Lynskey et al. 2003) used conditional logistic
regression to adjust for alcohol use, tobacco use, and other variables and reported an
adjusted odds ratio of 4.06.

If we use csmatch to analyze these matched-pair cohort data, we obtain

. csmatch cocaine exposed, group(id)

Not exposed
Exposed Outcome=1 Outcome=0 Total

Outcome = 1 61 88 149
Outcome = 0 21 141 162

Total 82 229 311

Cohort matched-pair risk ratio [95% Conf. Interval]
1.81707 1.50999 2.18661

The cell counts are the same in the mcci and csmatch tables, and the labels for
exposure and outcome are now correct for a cohort study in the csmatch table.

In a case–control study, each case is matched with a noncase, so there can be no pairs
in which both have the outcome; pairs in which both have the outcome appear in cell A
of a 2 × 2 contingency table of pair counts using the format of the csmatch command.
In a cohort study, the risk of the outcome might be great, resulting in some pairs that
both have the outcome. This was the situation in the Australian twin study, where
there were 61 pairs in which both twins had the outcome of using cocaine. Because the
underlying risk of the outcome was large, the risk ratio (1.8) in this cohort study was
closer to 1 than the odds ratio (4.2).
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The risk ratio of 1.8 is given in the output of the mcc command; it is labeled “ratio”
in the output and is exactly the same as the risk ratio given by the csmatch com-
mand. The confidence intervals are the same for the two commands because they use
the same matched-pair variance estimator. The mcc command produces the risks them-
selves, and the matched-pair risk ratio is the same as the unmatched ratio of the risks:
.479/.264 = 1.8. The csmatch command counts the pairs in which no twin had the out-
come but makes no use of this count to calculate the risk ratio. A matched-pair cohort
study that lacks information for cell D cannot produce correct risk estimates for those
exposed, (A + B)/(A + B + C + D), and those not exposed, (A + C)/(A + B + C + D).
It can produce the risk ratio, however, as the denominator of the two risks is the
same, (A + B + C + D), and the risk ratio therefore reduces to (A + B)/(A + C),
which does not require information from cell D (Cummings, McKnight, and Weiss 2003;
Cummings, McKnight, and Greenland 2003). In the twin study example, the matched-
pair risk ratio was 149/82 = 1.8. This risk ratio can be obtained, even if the 141 pairs
in which no one went on to cocaine use are omitted from the analysis; without those
pairs, however, the risk of future cocaine use in those exposed and not exposed to early
marijuana use cannot be estimated.

4 Other Stata commands for matched cohort data

The csmatch and mcc commands are chiefly useful for teaching purposes or for pre-
liminary analysis of matched data. In an actual analysis of matched cohort data, the
investigator will usually desire a more flexible analytic method that can adjust for ad-
ditional confounding variables and assess the evidence regarding statistical interaction.
In Stata, two flexible options are available. Conditional Poisson regression can be used;
the method produces risk ratios from matched cohort data using Stata’s xtpois, fe

command, with grouping on the matched sets defined by the i(varname) option. Here
is the output for the twin study data:

. xtpois cocaine exposed, fe nolog irr i(id)
note: 141 groups (282 obs) dropped due to all zero outcomes

Conditional fixed-effects Poisson regression Number of obs = 340
Group variable (i): id Number of groups = 170

Obs per group: min = 2
avg = 2.0
max = 2

Wald chi2(1) = 18.87
Log likelihood = -107.97754 Prob > chi2 = 0.0000

cocaine IRR Std. Err. z P>|z| [95% Conf. Interval]

exposed 1.817073 .2498494 4.34 0.000 1.387814 2.379104

The risk ratio produced by conditional Poisson regression is just the same as the risk
ratio produced by the mcc and csmatch commands. But the 95% confidence interval
has expanded from 1.51 − 2.19 to 1.39 − 2.38, since the standard errors are derived
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differently under this model. The regression model output was obtained using only the
170 pairs with at least one member who had the outcome of cocaine use.

The same results can be obtained from the Cox proportional hazards model using
Stata’s stcox or cox commands, with stratification on the matched pairs. If follow-up
time is equal for members of each matched set, the Breslow and Efron methods for
accounting for ties in follow-up time will produce risk ratios, while the exact marginal
and exact partial methods will produce odds ratios (Cummings, McKnight, and Weiss
2003). Here is output when time is set to 1 for all study subjects and the Breslow
method is used:

. gen byte time = 1

. cox time exposed, strata(id) hr nolog dead(cocaine)

Stratified Cox regr. -- Breslow method for ties
Entry time 0 Number of obs = 622

LR chi2(1) = 19.71
Prob > chi2 = 0.0000

Log likelihood = -150.25951 Pseudo R2 = 0.0616

time Haz. Ratio Std. Err. z P>|z| [95% Conf. Interval]

exposed 1.817073 .2498494 4.34 0.000 1.387814 2.379104

Stratified by id

The results above produce a hazard ratio, standard error, and confidence interval
that are the same as the risk ratio, standard error, and confidence interval from the
conditional Poisson method; the likelihood functions for the two methods are the same
for matched pairs. To produce the matched odds ratio, we can use the exact partial (or
marginal) method of accounting for ties in follow-up time:

. cox time exposed, strata(id) hr nolog dead(cocaine) exactp

Stratified Cox regr. -- exact partial likelihood
Entry time 0 Number of obs = 622

LR chi2(1) = 44.27
Prob > chi2 = 0.0000

Log likelihood = -53.416308 Pseudo R2 = 0.2930

time Haz. Ratio Std. Err. z P>|z| [95% Conf. Interval]

exposed 4.190476 1.017714 5.90 0.000 2.60338 6.745112

Stratified by id

The hazard ratio of 4.2 is the same as the odds ratio produced by the mcc command
and is the same as the odds ratio produced by conditional logistic regression, which uses
the same likelihood for these data. Note that the standard errors for these regression
models are different from the standard errors computed in the mcc command.
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. clogit cocaine exposed, group(id) or nolog
note: multiple positive outcomes within groups encountered.
note: 202 groups (404 obs) dropped due to all positive or

all negative outcomes.

Conditional (fixed-effects) logistic regression Number of obs = 218
LR chi2(1) = 44.27
Prob > chi2 = 0.0000

Log likelihood = -53.416308 Pseudo R2 = 0.2930

cocaine Odds Ratio Std. Err. z P>|z| [95% Conf. Interval]

exposed 4.190476 1.017704 5.90 0.000 2.603392 6.745082

We have reported in simulation studies that estimates of variance and confidence
intervals for the risk ratio are correct using the mcc and csmatch commands but too
large using the conditional Poisson or Cox methods (Cummings, McKnight, and Weiss
2003). In large datasets, the difference between the two confidence intervals is often of
little practical importance. Unbiased variance estimates and confidence intervals can
be obtained using bootstrap methods.

5 Saved Results

csmatch saves results in r():

Scalars
r(prct) count of matched pairs discordant on exposure in the estimation sample
r(rr) risk-ratio estimate
r(vlrr) variance ln risk ratio
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