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A Cost Function Approach to the Measurement of
Elasticities of Factor Demand and
Elasticities of Substitution

1. Introduction

The use of a cost function rather than a production function for estimating
production parameters is siown to have several major advantages.

1) Homogeneity of degree one does not have to be imposed on the production
process to arrive at estimation equations. Cost functions are homogengous in prices
regardless of the homogeneity of the production function, because a doubling of all
prices will double the costs but not affect factor ratios.

2) In general, the estimation equations have prices as independent variables
rather than factor quantitics, which, at the firm or industry level, are not proper
exogenous variables. Enterpreneurs make decisions on factor use according to exogenous
prices, which makes factor levels endogenous decision variables.

3) To derive estimates in many-factor cases of elasticities of substitution
or of factor demand, no matrix of estimates of the production function coefficients
has to be invested, a procedure wnich has a strong tendency to exaggerate estimation
errors,

4) In the special case of the translog cost function (Christensen, Jorgensen
and Lau, 1370) to wnich the metnod is applied, problems of neutral of non-neutral

1/

efficiency differences among observational units= (firmsor states in a cross section,

l/A non-neutral efficiency difference in the Hicksian sense is one in which the
isoquant does not shift inwards homothetically., The factor ratio does not stay con-
stant at constant factor price ratio. |f the capital-labor ratio increases, the effi-
ciency gain is labor saving. This implies that the labor share declines at a constant

factor price ratio. Efficiency gain biases can therefore be defined as follows:
factor i=-saving

o0 < .
B, = 1. 2 = 0 + Hicks <factor i-neutral
constant factor prices ot %j factor i-using

This definition is more easily handled in the many-factors case than the usual defi-
nition in terms of marginal rates of substitution.



years in a time series) or of neutral and nonfneutral economies of scale can be
handled conveniently, Therefore, these problems will not result in biased estimates
of the production parameters, As wlill be discussed, such differences can result
from a variety of sources. Most methods of estimating production paranmeters cannot
handle this problem properly.

5) In the case of the translog cost function (as well as of the translog pro-
duction function) all estimation equations are linear in logarithms.

5) In production function estimation high multicollinearity among the input
variables often causes problems, Since there is usually little multicollinearity
among factor prices this problem does not arise in cost function estimation.

The plan of this paper is as follows. _The second section is devoted to a deriva-
tion of the Allen partial elasticity of substitution in terms of the cross derivatives
of the cost function. Tihe results is applied to the case of the translog cost of
function in the third section. The fourth section is devoted to a discussion of
methods to avoid problems of neutral and non-neutral efficiency differences. In
sectionfive the translog metihod is used to derive estimates of elasticities of
derived demand and of elasticities of substitition for the agricul tural sector using
U.S. cross section data of tie states for the years 1943, 1954, 1959 and 1964,

2, Partial elasticities of substitution in termé
of cost function parameters

Corresponding to the following cost minimization problems

min C = ; X;P; (i =1,2,...n) (n
i=1
subject to Y = f(XI,Xz,...Xn). (2)
£; = input levels,
Pi = factor prices,
Y = output,



there exist a dual minimum cost functiongf
*:g(Y,PI,..-Pn)Q (3)
This function (also called factor price frontier) assigns to every combination

of input prices the minimun cost corresponding to the cost minimizing input levels

X?. C* is homogeneous of degree of one in prices. If all factor prices double the

cost will double wnile leaving input quantities unaffected.

Shephard's lemma (Diewert, 1371) holds for the cost function:

aC* ,
=X .. (4)
r
oP.
Let the bordered liessian matrix of (2) be
. ) .
0 f] oo 0P 00 fn
fl fll seses e fln
f = . . . ’
\fn fnl ssseee fnn’
2
where f; = Y and fij = -3—1;—— .
ax; axiaxj
Partial elasticities of substitution are defined by Allen as follows:éf
Z
X: f.
=1 0T -1 .
g 22 des (f ) .y (‘))
kr X Xr rk

2uhile C of (1) is the cost of production under any feasible factor combination,
C* refers to the cost of production when the cost minimizing input combination is
used. Since the optimal input combination is a function of the factor prices, so
is the minimum cost.

3In the two factor case a different definition of the elasticity of substitution
is usually used, which is as follows:

Xk
d log (=)
gl --....2&;.
kr Pk
d log (—-J

This definition is very cumbersome in the many-factors case (Mundlak, 1Y567). In
the two-factor case

. Okr = Ojpe
Therefore the partial concept (5) is used here.



where (f-l)rk‘is the rk-th element of £-1. From (5) it is apparent tnat
Okr = Urk (6)

If estimates of tie coefficients of a particular functional form of (2) are available
the bordered liessian can be computed, inverted and tne o's found according to (5)
for specific input levcls.ﬂ/ The inversion of a matrix of estimates nas, however, the
tendency to blow up estimation errors to an unknown extent and, because inversion is a
nonlinear transformation, econometric properties of ;kr cannot be found even if such
propertics of tihe production function parameters are known,

In the case of the cost function estimates of oy, can be obtained as follows if

the parameters of the function are known.

n
G = 81 Pidi | ek (7)
o XX e oP 3Py

This was originally proved for homogeneous production function in Uzawa (1962).

Proof: The first order condition of the cost minimizing problen (1} and (2) are:
FKppevasX,) =Y =0 (u)
Po=xf =0 i=l,...,n (9)

Write the total dJifferential of the first order conditions and rearrange the terms

in the following matrix form (Mundlak 1367)

_ N -
0 f ceses fpy da/x AdY
f f eeves F dX dpP
! 1l In ] 1
ol . . . = |. (19)
» - - . i .
\fn fnl LI Y f;"‘J den ) :-‘Pn/
Solving for the vector of endogenous variables:
FRER) [ dy )
dxy dP
o1 o=l ’
. v f . (11)
dx d
“ 0 L n)

ﬁ/See serndt and Cnristensen (1J71) for example.



p 2]

This implies

ar . -;\—(f_l)rk. (12)

p ,
Substituting from (13) into (5) and substituting f; = L from (9)
A

g g = ——'T-' - A — =. L ] 13
kr Xk r aPk X Xp P

with respect to P.
Taking the derivative of (4) with changed indexes

2 .. X |
I (14)
P, ap, Pk

Combining (13) and (14) and (6)

IXPL 2
= = LoD,
Ir = 9rk xer 5P 3Py Q
c s P
Mul tiplying and dividing (11) by T
r
9L, Pk APr . , :
where n.. = r. and % = —— is the share of factor k in total costs.

r P X, IX;P;

If the parameters of a specific functional form of a cost function have been esti-
mated (7) can be used to derive elasticities of substitution for given factor levels

5/

and total costs.2

3. The Translog Case

The Translog cost function is particularly useful in this context. It is written

as a logaritimic Taylor series expansion to the second term of a twice differentiable

2/Also if ngp had been estimated in a demand for factors equation one can com-
pute gy from (13). This may be particularly useful in the two factors case since
then the own elasticity of demand can be used. Because of homoyeneity of degree one
of C%, ny) + njp = 0, and njp = =nj) can be substituted into (13).



analytic cost function around varianle levels of 1 (i.e. InY =20, In P; =0,
i =1,...n). Rewrite (3) in natural logarithmes
In C* = f(in Y, In Py, ... InP). (16) .

Denoting the first and second order derivatives at In (*) = 0 as follows:

In C*lg = Vo (17a)
oln (%
—| S 17b
aln Y 0 Vy (17b)
d In C* . .
er——————— = H ! =‘ en o gl |’C
3 In Pyl Vi ( ! on) ( )
2 .
5 In Cx | -
- = Y.. (I’J = l,ooa’n) (l7d)
2 N
g In C¥ = Yiy (i =1,...,0) . (17e)
aln P; 3ln Yo
(17d) implies the symmetry constraint
Yij = Y0 ' ' (18)

Tnen the Taylor series expansion is as follows:

in C* = v, + Vy InY + ? Vi In Ps

+l/2££yij lnP

o i In Pj + ? Tiy In Py InY

+ remainder (19)

This functionE/ is an approximation to an arbitrary analytic function.l/ It is a

functional form in its own rignt if the remainder is neglected and if we assume all

E/The first power terins of (19) represent a Cobb Douglas cost function. |If all
Yij and y;, were zero the production function would be Cobb Douglas as well because
the produc%ion function of a Cobb Douglas cost function is Cobb Douglas and vice
versa (Hanoch 1970).

Z/By a similar expansion of a production function the translog prouuction func-
tion is found,



derivatives and cross derivatives to be constant. This latter constraint is imposed
if the pérameters are estimated in regression equations.
Homogeneity in prices is defined as follows: X g(Y,Py,...,P,) = g(Y,AP;,...,

APL). It implies

(20)
Lvj;=0, Lyjj=0
| i

Homogenei ty in p}ices does not impose howogeneity of degree one of the production
function in inputs. Wo constraints are imposed on elasticities of substitution or
of factor demand, which makes the function more general than other functional forms
currently in use.

The function can be estimated directly or in its first derivatives which, by

Shepard's lemma (4), are factor shares:

3ln C* _ gCx  Pj Pi :
T i b (i = 1,e00yn)
i !
ap = v F Dy In Py In Y (i =1,...,n.) (21)

Both sets of estimation equations are linear in logs and have proper exogenous vari-

s

ables on the right hand side if the analysis pertains to firms or an industry.f/
The Yij have little economic meaning of their own, We will prove that they

are related to variable elasticities of substitution and of factor demand as follows:

g.. =

i ey Yij + 1 ' for all i,j: i#j. (22)

8/1n the case of the translog production function the estimation equations are
similar but with factor quantities on the right hand side. For the decision=-making
firm these are endogenous.



Yii 2 . '
U‘ii = (_x_i_. (YU + ai a.i) for all i. (23)
i
ILL . y
gt for all i,j: i#j. (24)
: :
Tii ,
niiz—-—+ “i'l for all i. (‘-5)
@3
Proof:
Y., = ? In = P (ac“ Fi ) =
i : . 3p
dln Py dln P; P
2 P. P.
d (% i i aC* JC* ’
= P-(—"""-'—"' . — -—-—l—'—-—"'-- ) (20)
Substituting _F_ = X from (4).
NS N LR LS T
= i .
' i OP; Py (cx)2 J
Therefore,
2 .
Rafot ] c#
= (Y' <4 ai a.). (27)
9Py P, PP, ' 4
Substituting (27) into (7)
zP,ixi LC% Yij
011 F ceaa—ana (Y" + a u ) = + 1 Q.E.D.
t P‘ Pj Xi XJ' ‘J . QIQ‘J
: P,
(24) follows from (15). The proof of (23) is similar except that in (20) EFL-— 1

whicn accounts for =-a; in equation (23). (25) follows again from (15).

If the Y;j have oeen estimated witn equations (1Y) and/or (21), and if tne
factor shares are known, all elasticlities can be estimated. Sinceg ij and ;ij are
linear transformations of the Yijo whose ecunometric properties are known, the
ecometric properties of the elasticities are known as well. No matrix of estimates

has to be inverted.2/

2/For estimating marginal products tihe cost function has Lie same disadvantage
the production function has in estimating elasticities of substitution. tstimates



4, Treatment of Neutral and don-Neutral
Efficiency Differences

If efficiency differences exist among the observational units (states or firms
in cross sections, years in time series) tne specification of the estimation equations
must take account of the problem to avoid bias In-estimation.

bt is best to Jdistinguisn two kinds of efficiency differencas:

a) Differences which can be functionally related to a variable such as output
(scale effects), a technical change index, time (as a préxy for technical change) or
education and management (the left out variables problem).

b) vifferences among cross-sectional units arising from past differences in
technical cihange, which cannot be functionally related to a variable. [f the cross
sectional units have had a different past history of technical change, tihey are no
longer on the same isoquant. This is likely to happen in many cross sections,

The first case is easily handled. Lect the variable Y in (13) and (21) stand
for any of the variables whicn cause the neutral and non-neutral efficiency differ=~
ences (output, time, technical change indux or education). Then (19) and (21) are
immediately correctly specificed, proviued that the variable Y changes efficiency
at constant logaritmnic rates, and that data on the variable Y are available. As
an example, if time series data are used for the regression and technical change
alone causes the efficiency differences at constant logarithmic rates over time, let
Y stand for time. The coefficient Yy will then be an estimator of the rate of tecih~
nical cnange., The coefficients y;y will be estimators of the rates of bias. If all

Yiy were zero, time alone would not affect the factor shares (equation 21). This

of its bordered Hessian nave to be inverted., Since the translog cost function

and the translog production function use the same basic data (input quantities and
prices) it would be preferavle to estimate the o;; and Y using the former function
wirile using the latter one for the marginal produtts.
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is the definition of neutrality of footnote 1. If Y;y was greater then zero, the
share of factor i would rise at constant factor prices at the logarithmic rate
Yiye Tnis would be factor i=- using technical change.

If a variable causes efficiency differences on which no data are available,
the Yij can still be estimated in an unbiased way, provided the left out variable
affects efficiency neutrally. In that case all y;y are zero and (21) is still
properly specified without data on the variable Y. But (19) is not correctly
specifiea any more because Yy is not zero. Therefore, the Yij parameters have
to be estimated in (21) alone.l0/

In the next section scale effects will be assumed to be neutral. Output is
tnerefore not included as a variable in (21). On the other hand, technical change
over time is assumed to oe non-neutral and time included as a variable (Y thus
standing for time).

Problem bj of efficiency differences among cross~-sectional units can be handled
in the same way as tihe left-out variables problems above, provided the efficiency
differences are neutral. The proper variable would be an efficiency index of the
cross~sectional units wivich is generally unknown. However, if the efficiency differ-
ences are non-neutral due to biased technical change in different directions in
previous periods, it would be necessary to know the efficiency index and include it
as a variable in (21), |If tne index is not available but the cross-sectional units
can be grouped into regions, within which no non-neutral differences exist, regional
dummies in equation (21) will again insurec unbiased estimates of the parameters of
the cost function, because they allow the regions to have differing shares at equal

factor prices. This again precludes simultaneous estimation of (17) and (19).

lg/lncluding education etc., in a Cobb Douglas product in function assumes that
these variavles affects efficiency of the other factors neutrally because all
elasticities of substitution are 1,
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The discussion of this entire section applies equally to the translog pro-

duction function.

5. Estimation, Data and Conclusions

The cost function was estimated with state data from the United States. Four
sets of cross~sectional data were obtained for 39 states or groups of states. The
cross sections were derived from census data and other agricul tural statistics
for the years 1u4y, lJSh,.l953, and 1364, The combination of cross sections over
time poses problems which are disﬁussed below. In general, Grilicnes' (1904) defi-
nitions of factors were used. ie distinguishes the following five factors: land,
labor, machinery, fertilizer and all others, Intermediate'inputs are included in
this list and the function fitted corresponds to a gross output function rather

11/

than a value-added function,— For all data pooled the following model was fitted:

aikt = Vi + j: Yij In ijt + Yit In t

(20)

it

+ E ‘6r dr + et i lyeea,n-1i,

r=| ]

1yeaeyits
where | and j stand fdr factors of production, k for state, t for time, r for groups
of states and -

| tVifker

9 if ke r.

8. is the coefficient of non-neutral efficiency difference between group r and group
5 (Western States). One share equation has to be dropped from the model because
only n-1 equations are linearly independent due to the homogeneity constraint (20).

In this form the model allows for neutral efficiency differences of any kind among

W/ the data are discussed in more detail in the appendix,
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states, non-neutral efficiency differences among groups of states and non-neutral
efficience differences over time.

Within each of the four cross sections (time period), the error terms of the
n-1 estimation equations are not independent, since for each state the same variavles
which might affect the shares in addition to the prices were left out of the wodel.
If restrictions across equations (Yij = in) are imposed, OLS estimators are no
longer efficient despite tiie fact that all equations contain the sane explanatory
variables on the rignt hand side (Theil 1)71). Tnerefore, the secningly unrelated
regression problen applies and restricted generalized least squares (RGLS) have to
be applied to all equations simul taneously (Zellner 1562, 1963; Theil 1971, Chapter
7).12/ | |

If all four cross sections are pooled there is an additional problem of error
interdependence over time. The correct way of handling both problems would be to
specify an equation for each share in each year, tihen test and impose the symmetry
and homogeneity constraints and the constraints that the Yij parameters are constant
over time. Tilis exceeded the capacity of the TTLS program. The correct procedure
would also have required that onc impose constraints of equality of the auto-
correlation coefficients over time on the estimated variance covariance matrix which
was not possible with TTLS. The following procedure was therefore adopted: The |
search‘For an exact specification was done fn RGLS regressions applied to the data
of each cross éection separately to avoid any biases in the tests used for this

13/

purpose.—~ Once the decision was made to use a specification including equations

lZ/The Computer Program used was Triangle Universities Computing Center:
Two and Tnree Stage Least Squares, Research Triangle Partk, N.C., 1972 (TTLS).

13750 a priori information is available to decide which equation to drop and
whether or not to include regional dummies. To make these decisions | was looking
for the specification in which the imposition of the symmetry constraint yj; = Yji
and the homogeneity constraint & Yij = 0 led to the smallest weighted F-ratio acctording
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for land, labor, machinery and fertilizer, with regional dummies in all equations,
all four cross sections were pooled and the symmetry and homogeneity constraints
imposed in the restricted generalized least squares estimation of all four equa-
tions simul taneously., Since the error fnterdependence over time is neglected, the
reported t-ratios will pe overstated to some extent,lﬁ/ but the estimators are still
unbiased,

"The results $f the regressions are reported in Tables 1| and 2. Table 1 gives
the QLS single equations R% of the four shares equation with homogeneity imposed on

the data.lz/ The RZ are not very nigh.v

Table 1: OLS Single Equation R?

Equation : Land Labor Machinery Fertilizer

oLs R® .68 .75 L5 .75

to the test static 3.6, p. 314, Theil 1071, Since both of these constraints are
Mtrue'' constraints, they can be used in this way to eliminate some specifications,
although several specifications might satisfy the constraints., A specification in
which "other" inputs are excludeu and dummies added to all equations satisfied this
criterion best for the four cross sections, Homogeneity was accepted at the .05
level in all cross sections., Symmetry was only rejected in the cross section of
1964 with an F-ratio of 4.13 (Critical F g4 = 2.17).

lﬁ/Despite the 5 year interval between the cross sections, error inter-
dependence over time was still quite large. Correlation coefficients of the OLS
errors of individual share equations between the years 1949 and 1964 were between
.62 and ,87. To check whether the neglect of this interdependence among cross
sections had a large impact on the estimated values of the y;; the estimates of
the pooled cross sections were compared with the simple average of the estimates
obtained in the four cross sections individually. The differences of the estimates
were small,

l2/The residuals of these equations are uscd to estimate the variance-
covariance matrix for the GLS regressions.
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From Table 2 the following conclusions emerge:

a) Out of the ten vy;. only 5 are statistically significant. This is not

;
a ''bad" result because Yij = 0 implies that the elasticity of.substitution is equal
to the Cobb-Douglas value of 1. Wote, however, that when the Cobb-Douglas con-
straint Yij © 0 for all i, j was tested in various single cross section models, it
was always rejected. Therefore, the conclusion is that the Cobb-Douglas form is
inappropriate for aggregate production or cost function fitting.

b) At the .05 level the coefficients of the time variable is significant in
the labor and machinery equations, This means that, at constant factor prices the
factor shares would have changed which implies non=-npeutral technical change during
" the period 194y to 1964, The coefficient of time in the labor equation is -. 0548,
ilence, technical change was labor saving. On the other hand the positive coefficient
of time in the machinery equation (¥.025) implies machinery using technical change.
This is consistent with the findings of Lianos (13971) and my own findings (Binswanger
1972).

¢) Six of the regional dummies are significant. At equal factor prices the
shares would not be equal among the groups of states. The cocfficients of tne
dummies in the land equation of all four regions is negative. This implies that
tne tecihnoloyy in all regions is land saving relative to tihe technology used in the
Western states--Washington, Oregon and California. The significant positive
coefficients in the fertilizer equation of the dunmies for the mixed northern
states and the soutneastern states would indicate that these regions use a more
fertilizer using technology than the western states.

ot too much siould be made out of these regional differences because they may
be due to different product mixes rather than to true technological differences in
each production. If tncy reflected product mix differences, the dummies will at

least correct for possible biases due to these differences.



The Y5 have little economic meaning. They arc best evaluated by the values
winicih they imply for elasticities of factor demand and of substitution.ll/ The
values are computed for the simple average of factor shares fqr all 39 states between
1949 and 1964, In Table 3 the elasticities are compared with what they would be
at equal factor shares in the Cobb-Douglias case (Yij = 0). |

Tables 3 and 4 indicate the following conclusions:

d) All own elasticities of factor demand have the correct sign. - Land demand
seems to be very inelastic. |In empirical work with Cogg-Douglas production func-
tions the coefficient of land is usually between .15 and .4, According to equation
(25) with Yij = 0 (the Cobb=-Douglas constraint) these values imply land demand
elasticities of =.85 to -.50 which is substantially higher than the elasticity
found with the translog cost function.

The values of the other own demand elasticities are close to one and, except
for fertilizer, higher than they would be in the Cobb-Douglas case. The fertilizer
demand is substantially less elastic than Griliches (1959) estimate of -2.0.19/

e) Elasticities of substitution and cross-elasticities of demand arec posi-

tive for substitutes and negative for complements., These relationships are easier

lZ!The elasticities were also computed using aggregate factor shares reported
in Binswanger (13972) for the years 1912, 1y»2, 1964 and 1963, While differences
exist with the values reported here they scemed not important enough to report
these values. The main advantage of using a variable elasticity of substitution
function rather than a LES framework is not that, for observed values of shares,
the elasticities vary widely, but that this format does not constrain all elasticities
of substitution to be equal.

[9]

lE/These estimates are not necessarily in conflict. Grilicies estimates a
long=run elasticity in a time series, This implies that, if there is an jnduced
fertilizer-using innovation due to a fall in the price of fertilizer, his price re~
sponse picks up part of the adjustment due to the technical change. This is what
happened in U.S. agriculture (Binswanger 1)72). Since the inclusion of the time vari-
able in our regression equations picks up the influence of technical change, the
estimates presented here are net of any technical change influence,



Table 3. Factor demand and cross demand elasticities? implied in the
estimated v;; and the standard errors around their value in
the Cobb-bouglas caseb

Machin- Fert-
Landd  Labor ery ilizer Other
Estimated Translog values® ,
Land ~. 3356 L0613 702 Jdus2 -.0112
{09 (.o7) (.07) (.93)
Labor L0300 -.2109 L1256 ~.0577 0122
(.04) (.00) (.04) (.02)
Hacninery . .1833 L2560 =1,0886 ~.J239 .0733
(.97) (.08) T 10TT) (.06)
" Fertilizer 4508  -,4376 -,091 -, b2 1.0815
(.10) (.20) (.30) .5.135
Other -.0046 .6630 .2720 .1053 -1.0417
Cobb=bouglas valuss for comparison®
Land _ -, 0491 . 3003 1475 L0350 L3052
Labor 1509 -,6992 475 L0356 L3052
Fertilizer 503 L3008 -.8525 9356 L3052
Machinery L1509 . 3008 475 -.3644 . 3652
Other . 1509 . 3008 475 L0356 =,0348

dtach element in the table is tae elasticity of demand for the input
in the row after a price change of the input in the column. These elas~-
ticities are not symnctric,

“The shares used are the same as for the Cobb-Douglas njje
Y Y :

. i i -
.Cl]ij-—-ai?-'*aj, r}ii—__.i.+ai ].
J Cosedy, )
SE(nij} = —'7?LL_ o
i
®n.., = . = gr o= 1.

ij jro i
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Table 4., Estinates of the partial elasticities of substitution and standard
errors with respect to the value of +1 (Cobb-Douglas case)g/

Hacivin= Fert-

Land Labor ery ilizer Other
Land -2.225 .204 1.215 2.98/ -.031
(.57) (. 24) (.46) (.93) ‘
Labor -3.028 . 351 -1.622 2.224
(.19) (.25) (.53)
Machinery -7.379 -.072 1. 34k
Symmetric (1.22) (1.71)
Fertilizer -26.573 2,961
(4.61)
Other -2.352

Y..
T L P

H e U

1 2
i .
The elasticities of substitution are symmetric.
The own clasticity of substitution has little econonic meaning except tnat it has
to obey the constraint L I 0.
J

evaluated by the elasticities of substitution in table (4) than the cross-
elasticities of demand because the latter reflect the relative importance (sharc)
of a factor while the former do not., Complementarity seems to exist between the
labor-fertilizer pair, the machinery-fertilizer pair and the land-other inputs
pair., That the first two pairs should be bad substitutes comes as no surprise but
the significant complementarity of the labor-fertilizer pair was not cxpected, The
elasticity of substitution between machinery and fertilizer is not significantly
different from zero., Hence that complementarity might be spurious. The value for
the land=other inputs pair is very small and probably not significantly different

from zero.
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Tha dast substituability relation exists between ltand and fertilizer, which
vas expected, It was a surprisc, however, tb find that nacniuery is a balter sdabsti-
tute for land than for lau F (alchougy the wachinery=labor 2lasticity falls within
one standard deviation of the land-labor ;lasticity, so that there is no statistical
di fference). Uven il the machinery=land elasticity were over-estimated to some
extent the finding should cast doubt on tue notion tnat une can dichtomiz: agri-
cul tural technology in mecnanical technology which acts exclusively as a labor
substitute and viological technology which acts exclusively as a land substitute.lﬁ/
Tne small elasticity of suﬁstitution ve tween land and lavor was expected.

Overall the result seems to b2 reasonable and show that cost functions in

general and the tramslog cost function in particular lead to valuable metiods of

production parameter estimation,

19/ 10is idea is put forward in Hayami and Ruttan (1972).
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APPEIIDIA

VARTAGLL CONSTRUCTION AND DATA SOURCLS
For the 39 states and groups of states (see Table DI) aggregate input

quantity data and expenditure data were derived.

Quantity Data

except for 'Y'other! inputs, the quantity data were taken from Fishelson (1968),
who used Griliches (1Yo2) data with some changes. His discussion of the con=

struction of the variables is reproduced here:

"Material Inputs

..obland, In tie U. S. Census of Agriculture (U. S. Bureau of the
Census, 1352, 1956, 1962 and 1966), the average value of land and buildings
per farm in each state was reported. However, the land value renresented
not only the value of land to agricultural production but also included
the site value of land. The value of buildings included both farm struc-
tures and dwellings. lHence, census data on value of land and buildings
were inadequate for tiac purposes of this study. To measure land by tie
number of acres per farm (giving each acre a value of one) is also in-
adequate because of the diversity of soil quality, fertility and uses.

In this study the weighting procedure for measuring land value was
pased on a study by Hoover (1361). The value of each acre in each state
at each cross section was measured by its 1J)40 price relative to that of an
acre of pasture in the corresponding state. The value of an acre of pasture
in each state in 1940 was calculated by dividing the total value of land
in 1940 by the number of pasture equivalent units of the land in 1949, This
value of an acre of pasture was kept constant over time. Since all prices
were deflated to tne 1949 price level in this study, the value of an acre
of pasture in 1J4J was also adjusted to the 1949 price level, The de~
flator used was total value of land in tie United States agriculture sector
in 1949, i.e., the value of agricultural land in 1949 measured in 1940
relative land prices ratio. The ratio was 2.2. The use of this method
provided a measure of the stock of land in constant prices. According to
this method, changes in the stock of land occurred only because of changes
in the number of acres or their use. The stock of land was unaffected by
changes in prices of agricultural products, site effects, or government
programs,



Table D.1. Listing of states and their grouns

—— — e
State lio. Listing of states and their groups froup?
! Maine, iew Hampshirc, Vermont, Massachusetts, MN
Rhode Island and Connecticut ‘
2 New York » . _ MN
3 New Jersey HH
4 Pennsylvania ' . Mid
5 Ohio : i
) Indiana Mid
7 Il1linois o GR
3 Michigan ‘ Mil -
9 Wisconsin HH
19 HMinnesota GR
1 lowa , ]
12 Hissouri . G
13 North Dakota GR
14 South bakota GR
15 Hevada ARk
16 Kansas : GR
17 Delaware, !aryland ’ Sk
18 Virginia ' , SE
19 West Virginia ' Al
2 Horth Carolina . : SE
21 South Carolina : Sk
22 Georgia v ' St
23 Florida SE
24 Ken tucky o M
25 Tennessee , M
20 Alabama ; : < St
27 Hississippi : : GS-
28 Arkansas -GS
29 Louisiana ' G5
30 Oklahoma GS
31 Texas _ : a5
32 Mon tana . GR
33 { daho ' M
34 Wyoming, UlLan, devada "MW
35 Colorado _ GR
36 - New Mexico, Arizona T
37 Washington MW
33 Oregon _ My

39 California | W

MN  Hixed agriculture, north
GR Grain farming

SE  South East

GS Gulf States

MW Mixed agriculture, west




Labor. The labor input was measured in physical flow units defined as
the number of days worked per farm per year. The labor input was obtained
from three sources, operator's labor, labor of other family members and
unpaid workers, and hired labor. Physical labor was adjusted for age (.6 for
operators above 65) and for labor supplicd by other family members (.05).

Hlo adjustments were made for changes in labor's quality.

The computational equation for labor is given in Grilicoes (1964, p. $74).

Machinery., Tihe machinery varlable was a measure, In constant prices,
of tihe cost o% the flow of services obtained through the use of farm
machinery and equipnent. The variable was the sum of deflated expenditures
on repairs and wperation (1,4%=100) and 15 percent of the stock value (after
adjusting to 1342 prices) of machinery and equipment on farms. The latter
i tem was an attempt to approximate machinery services by the costs of
interest and depreciation assuming a constant proportion, over states and
time, between the stock value and the flow of services,

Fertilizer. Thc fertillizer input was defined to be the weighted sum
of the quantity of plan nutrients. The nutrients are nitrogen (N), phosphoric
acid (PZOS) and potasn (Ky0). The weights were their 1955 relative prices
or 1.62, 793 and .45, respectively (Griliches, 1964, p. 967)., Thus, the
fertilizer input was measured in equivalent tons per year, i.c., a flow
measure. This measurc provided a more accurate estimate of the real input
than a cost measure because of the declining price per unit of nutrient
over time and the changing nutrient content per ton of fertilizer over
states."

The only change wiich was made in these quantity data was that, whenever
~guantitics per farm were used, the farm number was taken from the Census of
Agricul ture (U.S. Department of Commerce, 1950 - 1964), rather than from Farm

Labor (U. S. Department of Agriculture, 1945 - 13972).

Other Inputs: Since expenditure data corresponding to Fishelson's quantity

data could not be constructed, new quantity data were defined as follows: They

are the sum of the explicit and implicit annual expenditures on all other material
inputs used in production. The explicit expenditures were the cash expendi tures

on purchase of livestock, poultry, feed, seedg, plants and bulbs, operation and
repairs of farm structures and other miscellaneous costs., The implicit expenditures

were 8 percent interest on livestock and crop inventories, depreciation (4.2%) and



interest (5%) on the value of farm structurcs, and the share of real estate taxes
falling on buildings. Each of the expenditures was separately deflated to its
1949 price level to arrive at a quantity measurement (for taxes the agricul tural

output price index was used.)

Expendi tures and Factor Shares:

The expenditure variables were defined, as far as possible, to correspond to
the quantity variables. Expenditure shares were obtained by dividing the expendi=

tures through the sum of the expenditures.

Land: Expendituraes on land is simply & percent of the value of land plus the

share of real estate taxes falling on land.

Lavor: Expenditures for labor is the number of man days of labor from
Fishelson (1968) multiplied by a daily wage rate without room and board (Farn
Lavor, 1945-1972). This assumes that the opportunity cost of farm operators is

the wage rate which they could earn as workers on other farms,

HMachinery: Expenditures are assumed to be 15 percent of the value of farm
macninery and equipment for interest and depreciation plus the current expenditures

for operation and repair of machinery and equipment,
Fertilizer: Fertilizer expenditures are directly reported by the U,S,D.A,

Other Expenditures: These expenditures were computed exactly as the quantity,

except that the individual items were not deflated. Aggregate expanditures asti-

mated in this way had a tendency to exceed aggregate income by up to ten percent.



> Prices:
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Prices were taken to be the expenditures divided by the quantities. They

were then deflated to the 1943 price level using the U.S. Agricultural output

price index, HNote that this procedure implies

is equal to one for all states in the year 49.

sources.

Table D2, Sources for the cross section data

that the price of other inputs

Table D2 lists all the data

Variables

Source

Farm income, change in inventories,
“rental value of dwellings, all
explicit current operating
expenditures

Annual average daily wage rate
without board or room

Farm number

Input and output price indexes

Repairs and operation of farm
dwellings and service structures,
depreciation of dwellings, service
buildings, motor vehicles, other
machinery and equipment, value
of farm machinery and equipment,
value of crop inventories

Farm Income Situation,

July supplement,
USDA (17354-1972)

Various issues of Farm Labor,
USDA (1345=1972

Various Issues of Census of
Agriculture, U. S. Depart-
ment of Commerce,

(1950, 1954, 1959, 1954)

Various issucs of Agricultural
Statistics, USDA, (1336~1972)

USDA, unpublished




