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Abstract

We study the lead-lag relationship between live cattle futures and negotiated boxed beef

cutout price. To account for temporal differences in the information content, Friday afternoon

boxed beef cutout price are compared to both current day and one-day prior live cattle

futures settlement prices. Extensive testing and innovation accounting based on VECM

residuals indicate that the futures price leads the cutout price as the dominant source of

information in the fed cattle market. The futures price has a strong predictive influence on

the boxed beef cutout price and appears to assimilate fed cattle price information quicker

than both contemporaneous and one-day ahead boxed beef cutout price. Newly-developed

price discovery metrics interpreted to allow for a maximum cutout effect in the pricing process

still identify the dominance of the current futures price, and nearly equal weighting for the

lagged one-day futures price.

Introduction

In recent decades, the U.S. cattle industry has experienced increased concentration. These

structural changes have fueled the debate on economic and policy issues related to price

discovery in the cattle markets (Koontz and Ward 2011). Effective price discovery is critical

to the efficient pricing of a commodity. Much of this debate has focused on the decline in the

volume of negotiated fed cattle cash market transactions in the cash market, which could

reduce the representativeness of these prices, lead to market manipulation and other distor-

tions, and lower the quality of pricing. In this context, we evaluate the Chicago Mercantile

Exchange (CME) live cattle futures price and the United States Department of Agriculture-

Agricultural Marketing Service (USDA-AMS) boxed beef cutout price as competing sources

of price information in the fed cattle market.

The Livestock Mandatory Reporting Act (LMRA) was passed by the Congress in 1999

to improve price transparency in livestock markets. Research suggests that there have been

improvements in the quantity and quality of information available since the implementa-
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tion of the LMRA in April 2001 (e.g., Perry et al. 2005; Ward 2006; Broyer and Brorsen

2013). Mandatory price reporting (MPR) has also raised concerns about the potential for

coordination among beef packers (Wachenheim and Devuyst 2001; Azzam 2003; Njoroge

2003; Njoroje et al. 2007; Cai, Stiegert, and Koontz 2011a, 2011b). Regardless, the threat

to price transparency exists as packers and producers increasingly choose non-negotiated

cash methods to establish prices for the transfer of cattle ownership. In 2009 cash market

transactions in which buyers and sellers negotiated the price and other terms of the transac-

tion accounted for 50.4% of reported packer procurement, and formula pricing accounted for

36.5%. By 2013, negotiated transactions had declined to 29.4% of reported packer procure-

ment and formula priced cattle volume had increased to 55.4%1. As these trends continue,

the fed cattle market may be forced to look at alternate sources for timely and accurate price

information.

While the fed cattle cash markets have been studied extensively, there has been less recent

focus on the CME live cattle futures contract and on negotiated boxed beef cutout prices

as tools for fed cattle price discovery. Live cattle futures quotes are readily available and

are based on broad-based trading, making them valuable sources of information (Schroeder

and Mintert 2000). Live cattle futures markets are also efficient in incorporating new supply

and demand information (Garcia et al. 1988; McKenzie and Holt 2002). Prior research

identifies the close link between cash and futures prices with the futures price leading cash

price movements (Oellermann and Farris 1985; Koontz, Garcia, and Hudson 1990; Yang,

Bessler, and Leatham 2002). Park, Jin, and Love (2011) argue that futures prices result

from market information and do not drive decisions made along the beef supply chain. Ac-

cording to the authors, causality during the 1988-2005 periods is from the cash fed cattle

price to the futures price. Using 2001-2010 data, Lee, Ward, and Brorsen (2012) report that

negotiated cash prices led all alternative marketing agreement (AMA) prices except forward

contracts which are closely tied to futures prices (Koontz, Garcia, and Hudson 1990). Ji and

1See USDA Grain Inspection, Packers and Stockyards Administration (GIPSA) 2013 report, table 17, at
http://www.gipsa.usda.gov/psp/publication/ar/2013 psp annual report.pdf
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Chung (2012) report bidirectional causality between forward contract prices and cash fed

cattle prices during the 2004-2011 periods.

The boxed beef cutout value, which reflects the composite price that packers receive from

grocers, restaurants, processors, and others at the wholesale level for individual cuts of beef

packaged in 40 to 60 pound boxes, is an alternate source of price discovery (Schroeder and

Mintert 2000). The cutout price is closer to the retail sources and represents a broad-based

average composed entirely of negotiated trades, making it a potentially viable alternative

for pricing cattle. Reported boxed beef values represent a negotiated commitment from the

packer to establish the price now and deliver the product within 21 calendar days. Boxed

beef prices are reported by USDA so that market participants can use them in negotiating

selling prices (Perry et al. 2005) and buying prices for beef. Packers also monitor these

reports and use them as a benchmark for gauging their performance relative to competitors

in the industry. As a result, boxed beef prices provide a reliable indication of price levels

and changes at the next level in the cattle marketing chain.

Despite the informational value of the live cattle futures price and boxed beef cutouts

in the fed cattle market, little recent attention has been given to the relationship between

the two. Early studies by Ward (1981) identify the wholesale carcass price and nearby live

cattle futures price as important variables in explaining the variation in the fed cattle price.

Ward et al. (1997) suggest that the move towards a value-based cattle pricing system could

shift the center of price discovery to the wholesale level. In contrast, Schroeder and Mintert

(2000) show that the difference between boxed beef prices and cash fed cattle prices may

vary depending on processing margins, making it difficult to use the cutout prices for fed

cattle pricing.

The literature on the relationship between boxed beef and futures prices is limited by a

lack of attention to the temporal aspects of boxed beef price reporting and by use of data

not representative of the actual short-run pricing process in the market. The nearby futures

price is the settlement price at 1:00 p.m., and the afternoon boxed beef value is the volume-

3



weighted average of trades since 1:30 p.m. on the previous business day until 1:30 p.m.

of the current business day. This implies that the futures settlement price may assimilate

information from transactions underlying other contemporaneous cattle reports released by

USDA.2 A weekly frequency is appropriate in assessing the futures and cutout price relation-

ship because the buyers and sellers of fed cattle operate in a window within a week where

almost all transactions take place (Cai, Stiegert, and Koontz 2011b).

We empirically assess the relationship between the nearby CME live cattle futures price

and the cutout value from the afternoon boxed beef report to find the leading indicator for

fed cattle price movement. Consistent with the weekly fed cattle pricing process and to

account for the potential of wholesale beef transaction information underlying a particular

day’s cutout price to be already available in same day futures price, the analysis is performed

using the Friday cutout price from 1/19/2004 to 9/27/2013, and the corresponding Friday

and previous day Thursday futures settlement prices. Friday cutout prices are selected be-

cause they are the most consistent price series available within the weekend, and represent

the information that most producers have available to them going into the following week

cash markets. Data are examined using time series procedures including cointegration and

error correction modeling, testing for time-varying cointegration (Bierens and Martins 2010),

innovation accounting, and newly-developed price discovery metrics (Yan and Zivot 2010;

Putnins 2013).

Data

We use both Friday and Thursday futures settlement prices for the nearby CME live cattle

futures contract from the Commodity Research Bureau (CRB) database. Futures contracts

are rolled on the first day of the contract expiration month. The data are collected from

2MPR requires packers to submit the daily purchases of cattle that are scheduled for delivery 15-plus
calendar days from the date they are purchased or priced as either a forward contract purchase or a formula
marketing agreement purchase, respectively (Perry et al. 2005). These reports are generally released such
that all trade information from 9:30 a.m. the previous day to 1:30 p.m. the current day becomes public by
3:00 p.m. the current day.
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1/19/2004 to 9/27/2013. The live cattle electronic futures market opens at 9:05 a.m. on

Monday and closes at 1:55 p.m. on Friday. The open outcry session opened at 9:05 a.m.

and closed at 1 p.m. from Monday to Friday. The daily settlement price during the period

is based solely on the trading activity in the pit between 12:59:30 p.m. and 1:00 p.m., and is

reported shortly after 1:00 p.m.3 The daily settlement price is the last futures price available

before the afternoon boxed beef report is released at 3:00 p.m4.

The cutout represents the estimated value of a beef carcass based on the sale prices

received from packers for the individual beef items obtained from the carcass, and the USDA

cutout formulation matches industry practices. During fabrication, carcasses are first broken

into primal cuts and further fabricated into sub-primal cuts. A packer’s overall cutout is

based on the value and volume of sub-primal items being produced (USDA-AMS).5 Boxed

beef cutout values are released twice a day, at 11:00 a.m. and at 3:00 p.m.; we use the

afternoon National Daily Boxed Beef Cutout and Boxed Beef Cuts-Negotiated Sales report

(LM XB403) due to the thinness of the morning report. Cutout values are downloaded from

USDA Livestock Market News Service historical data website (DATAMART).

The report provides data for two quality grades of beef, Choice and Select. The Choice

cutout value is weighted 55% and the Select value is weighted 45% to match the par quality

grade specification for the CME live cattle futures contract. Furthermore, because cutout

values are on a carcass basis and the futures contract is on a live animal basis, we adjust the

quality-weighted cutout value by the expected average hot yield of 63% (CME Rulebook,

Chapter 101 Live Cattle Futures) and use this adjusted quality-weighted value as our cutout

price. When the futures or the cutout price is not available on Fridays, both values are

replaced with the next available weekday price going backward in time. We are careful

3See CME Rulebook, Chapter 8, Rule 813, for a detailed description of daily settlement procedures.
Additional information is available at http://www.cmegroup.com/market-data/files/cme-group-settlement-
procedures.pdf

4More recently, pit trading has ended and the electronic trading hours have changed for the CME live
cattle futures contract.

5Detailed descriptions of the boxed beef report and calculation of the cutout values are available at
http://www.ams.usda.gov/sites/default/files/media/USDADailyBoxedBeefReport.pdf.
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to match prices from the same day when assessing the contemporaneous relationship, and

maintain a one-day lag for the futures price when assessing the lagged relationship. All

price series are expressed in cents per pound, and are converted into their natural logarithms

consistent with procedures used in previous research.

Empirical Procedures

Multiple time series procedures are used to assess the relative information content of the live

cattle futures price and cutout price. We rely primarily on the cointegration properties of

the data to provide a rich characterization of the bivariate price relationship. We begin by

testing for cointegration using the Johansen’s (Johansen and Juselius 1990; Johansen 1992)

procedure and then assess the stability in the price relationship using a time varying cointe-

gration procedure proposed by Bierens and Martins (2010). The standard weak exogeneity

tests are performed on cointegrated series followed by innovation accounting using forecast

error variance decompositions and impulse response functions to identify the dynamic inter-

action of the two price series. Finally, newly developed price discovery metrics that rely on

cointegration properties of the data are employed to identify the market providing the most

relevant and timely information on fed cattle price.

Cointegration Analysis

In the presence of non-stationary series, the interaction between the futures price and the

boxed beef price is examined by exploiting the cointegration relationship between them. A

description of the Johansen’s test for cointegration in the matrix form is given below. We

start with the general Pth order VAR model as follows

(1) ∆Yt = D + ΠYt−1 +

p−1∑
j=1

Γj∆Yt−j + εεεt (t = 1, ..., T ),

where Yt is an (n × 1) vector to be tested for cointegration, and ∆Yt = (Yt −Yt−1) ; D

is the deterministic term and may take different forms such as a vector of zeros or non-

zero constants; Π and Γ are matrices of coefficients, Π = αααβββ′ ; and p is chosen so that εεεt
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is a multivariate normal white noise process with mean zero and finite covariance matrix

(εεεt v iid(0,Σ)).

We begin by testing whether the vector Yt is trend stationary rather than a multivariate

unit root with drift process. Under the trend stationary hypothesis the matrix αααβββ′ has full

rank (k). One of Johansen’s cointegration tests, the trace test, has this alternative hypoth-

esis (Johansen and Juselius 1990; Johansen 1992). Since the Johansen’s test is sensitive to

the number of lags the Schwarz Bayesian Information Criterion (SBIC) is used to select the

number of lags. The long-run pattern of price transmission is examined by testing the num-

ber of cointegration relations (r), using Trace tests and λ-max tests (Johansen and Juselius

1990; Johansen 1991). The cointegrating relationships explain the long-run equilibrium in

prices, facilitated by the transmission of information. The rank of Π determines the number

of cointegrating vectors, tested as follows

(2) H(r) : Π = αααβββ′.

If prices are found to be cointegrated, a vector error correction model (VECM) imposing the

cointegrating relationship is estimated to examine how prices adjust interactively under the

constraint of the identified long-run equilibrium price relationships. The short-run dynamic

pattern of price transmission can be observed from both, ααα and Γj, where ααα parameter defines

the short-run adjustments to the long-run relationship, and parameters (ΓjΓjΓj, ...Γp−1Γp−1Γp−1) defines

the short-run adjustment to changes in the process. Weak exogeneity tests for each price

series Yt (Johansen and Juselius 1990; Johansen 1992) are also performed as they allow us

to identify the market that dominates in price discovery in the long run. This hypothesis is

framed as

(3) BBB′ααα = 0.

The null hypothesis is that each price does not respond to disturbances in the long-run rela-

tionship i.e., the ith row of the Π matrix is zero (Johansen and Juselius 1990, 1992; Johansen

1991).
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In conventional cointegration analysis, cointegration vectors are assumed to be time-invariant.

However the long-run relationship between prices may change due to structural breaks, and a

time-invariant formulation of the cointegrating vector may no longer be appropriate (Hansen,

1992). A time-varying cointegration test based on Bierens and Martins (2010) is performed

to assess if the relationship between futures and boxed beef prices has changed over the

period. Bierens and Martins test the null hypothesis that the cointegrating vector βββ is con-

stant against the alternative hypothesis that βββ is a function of time, βtβtβt. Specifically, the

time-varying vector error correction model (TV-VECM) is

(4) ∆Yt = D +αααβββ
′
tYt−1 +

p−1∑
j=1

Γj∆Yt−j + εtεtεt.

βtβtβt is implemented by a series of Chebyshev time polynomials:

(5) βtβtβt = ξ0ξ0ξ0 + ξ1ξ1ξ1P1,T(t) + ...+ ξξξmPm,T(t),

where Pi,T (t) is a Chebyshev time polynomial of order i i.e.,

(6) P0,T (t) = 1, Pi,T (t) =
√

2cos(iπ(t− .5)/T ),

where t = 1, 2, ..., T , i = 1, 2, 3, ..., and ξi are the Fourier coefficients. The null hypothesis of

time-invariant cointegration corresponds to the hypothesis that H0 : ξi = 0 for t = 1, 2, ...,m.

Under this null hypothesis the test statistic involved has a χ2 distribution.

Innovation Accounting

We investigate the dynamic relationships between the series through innovation accounting,

as recommended by Sims (1986) and Swanson and Granger (1997). Forecast error variance

decompositions and impulse response functions are generated from the residuals of the VAR,

or a VECM, to summarize the short-run dynamic linkages across various markets. Following

Phillips (1998), we use an equivalent level VAR representation of the VECM imposing coin-

tegration constraints and derive consistent results on forecast error variance decompositions

and impulse response functions.
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Price Discovery Measures

Finally, we employ two popular price discovery measures–Harris–McInish–Wood’s Compo-

nent Share (CS) and Hasbrouck’s Information Share (IS), and use the specification by Yan

and Zivot (2010) modified by Putnins (2013) to derive the Information Leadership Share

(ILS) metric.6 Both CS and IS rely on the notion that prices can deviate from each other

in the short run due to market frictions, but their connection to the fundamental value will

force them to converge in the long run (Lehman 2002). These measures are particularly useful

when the price leadership between futures and cutout prices are assessed without involving

cash price interactions. Similar to the classic Garbade and Silber (1983) price discovery ap-

proach, these price measures are based on an implicit unobservable efficient price common to

all the underlying asset prices. The CS and IS price discovery measures, therefore, extend

the Garbade and Silber (1983) formulation by allowing for cointegration between price series

under the assumption of an underlying common random walk efficient price. The advantages

of these metrics are that they can provide a measure of the proportional contribution to price

discovery which VECM formulations are incapable of revealing.7

While the application of price discovery models beginning with the Garbade and Silber

(1979) approach have been in arbitrage linked markets, the general principle outlined here

does not hinge on the presence of standard arbitrage. Rather, we assume that information

is assimilated and transferred between the futures and cutout markets when market partici-

pants trade in these markets with a rational view of the fundamental value of the asset. For

instance, market participants are aware of average processing margins and would demand

higher prices for cattle if wholesale prices keep rising. Similarly, packers would be unwilling

to pay higher prices for cattle at lower wholesale prices. In short, an efficient price is discov-

ered establishing a middle ground between buyer-seller outlook consistent with the prevailing

6The (CS) is often referred to as the Harris–McInish–Wood component share in literature because of
their role in popularizing this measure. This measure is also known as the Permanent Transitory Model
(PT ) and is based on work by Gonzalo and Granger (1995).

7An application of the PT and IS measures to identify price discovery of floor and electronically traded
corn, soybeans, and wheat futures contracts can be found in Martinez et al. (2011).
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demand and supply situation, allowing farm and wholesale prices to move together in the

long run. Information is incorporated into the futures market when market participants use

the futures contract as a hedging tool.

The CS and IS differ in how they measure price discovery. Gonzalo and Granger (1995)

divide a price vector into two parts, a permanent component interpreted as the implicit com-

mon efficient price (the driving force behind cointegration), and the temporary component

reflecting the deviations due to market frictions. The authors show that the permanent com-

ponent is a linear combination of all variables in the cointegrated system that can be easily

estimated from a fully specified error correction model. The contribution of a price series

to price discovery (CS) is then its normalized weight in the linear combination of prices

that forms the common efficient price (Booth, So, and Tse 1999; Chu, Hsieh, and Tse 1999;

Harris, McInish, and Wood 2002a).

In contrast, the common trend defined as the efficient price in Hasbrouck (1995) evolves

as a random walk driven by the new information of an asset’s value captured by the efficient

price innovation represented in the Stock and Watson (1988) decomposition of a bivariate

cointegrated series. Consider the Beveridge-Nelson (BN) decomposition (Bevereidge and

Nelson 1981) of a cointegrated bivariate price vector with the level relationship adapted

from Yan and Zivot (2010) below

(7) Pt = P0 + Ψ(1)
t∑

j=1

ej + st,

where Ψ(1) =
∑∞

k=0 Ψk, st = (s1,t, s2,t)
′

= Ψ∗(L)et ∼ I(0), and Ψ∗k = −
∑∞

j=k+1 Ψj, k =

0, ...,∞. The matrix Ψ(1) contains the cumulative impacts of the innovations et on prices.

As shown in Hasbrouck (1995), since β
′
Ψ(1) = 0 and β = (1,−1)

′
, the rows of Ψ(1) are

identical. Therefore, the long run impacts of an innovation et on each of the prices are

identical. Representing Ψ = (ψ1, ψ2)
′

as the common row vector of Ψ(1), the permanent

innovation can be defined as follows

(8) ηpt = Ψ
′
et = ψ1e1,t + ψ2e2,t.
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Equation (8) can be represented using the common stochastic trend representation of Stock

and Watson (1988) as follows

(9) Pt = P0 + 1mt + st,

where 1 = (1, 1)
′
,mt = mt−1 + ηpt , and st = Ψ∗(L)et. The relationship indicates that each

cointegrated price for the same underlying asset is composed of an unobservable common

fundamental full-information value mt, a transitory pricing error si,t in market i, and a con-

stant. This efficient price (mt) evolves as a random walk driven by new information on

the asset’s future value captured by the efficient price innovation ηpt . The pricing error si,t

captures any deviation of the price from its unobservable efficient price, and the remaining

constant reflects any non-stochastic difference between the price and its efficient price. Since

we are interested in how each series affects the efficient price innovation variance, Hasbrouck

uses (8) to estimate the proportion of the variance of attributed to each series.

Hasbrouck (1995) proposes that the contribution to price discovery by a specific price,

it’s IS or information share, is the proportion of efficient price innovation variance that can

be attributed to that price. When the price innovations across markets are correlated, the

efficient price innovation variance is not attributed uniquely and the mean of the upper and

lower bound of the estimated IS-values can be used.

The empirical representation of the two price discovery measures is straightforward. We

follow Baillie et al. (2002) and calculate IS1, IS2, CS1, and CS2 from the error correction pa-

rameters and variance-covariance of the VECM error terms. Component shares are computed

from the normalized orthogonal to the vector of error correction coefficients, α⊥α⊥α⊥ = (γ1, γ2)
′,

and are

(10) CS1 = γ1 =
α2

(α2 − α1)
, CS2 = γ2 =

α1

(α1 − α2)
,

where α1 and α2 are the coefficients of the error correction term. A small (large) value CS is

directly related to a small (large) contribution of market to the Gonzalo-Granger permanent

component of prices (Booth, So, and Tse 1999; Chu, Hsieh, and Tse 1999; Harris, McInish,
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and Wood 200a). If α1 = 0, market 1 does not respond to a lagged disequilibrium error

which reflects transitory movements away from the permanent component and CS2 is zero.8

Hence, CS1 reflects how sensitive market 2 is relative to market 1 to lagged transitory shocks

and vice versa (Yan and Zivot 2010).

Since IS measures are defined as the proportion of the efficient price innovation variance

that can be attributed to specific prices they must include information from the covariance

matrix. The reduced form VECM covariance matrix of the error terms εtεtεt = (ε1t, ε2t), is

(11) Σ =

 σ2
1 ρσ1σ2

ρσ2σ1 σ2
2

 =

m11 m12

m21 m22

 = M,

where σ2
1(σ2

2) is the variance of ε1t(ε2t) and ρ is the correlation. To establish the importance

of the each series independently in price discovery, assume that Σ is diagonal. In this case,

the IS measures are

(12) IS1 =
(γ1m11)

2

(γ1m11)2 + (γ2m22)2
, IS2 =

(γ2m22)
2

(γ1m11)2 + (γ2m22)2
,

which shows the measures are the proportion of the total variance attributed to each price

weighted by their respective CS measures. In effect, IS is the contribution of each price to

the efficient innovation variance scaled or weighted by the response of each series to devia-

tions or transitory movements from the equilibrium relationship.9 A low (high) information

share for a market implies a small (large) reaction to the arrival of new information about

fundamental value. To implement the IS measures, researchers use the Cholesky factoriza-

tion which will be identical to the measures presented when the correlation in the error terms

is zero. In the presence of correlation, average measures are calculated based on different

orderings of the VECM. Several studies have compared the CS and IS measures in practi-

cal applications. Studies by Baillie et al. (2002), Harris, McInish, and Wood (2002b), and

8This interpretation of CS links price discovery to weak exogeneity for the cointegrating parameters in a
market (Zivot 2000).

9Baille et al. (2002) show that the vector of permanent component weights (γγγ) in the Gonzalo-Granger PT
decomposition and the vector of long-run impact coefficients (ψψψ) that make up the efficient price innovation
in Hasbrouck’s IS framework are equal up to a scale factor. Hence, IS measures can also be defined in terms
of elements of γγγ.
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Lehman (2002) indicate that CS and IS measures differ most when the error terms from the

VECM are correlated. Hasbrouck (2003) also suggests that the results from price discovery

metrics should be similar to those from impulse response functions because both measures

are non-linear functions of the same parameters.

Recently, Yan and Zivot (2010) argue that the two methods alone cannot distinguish

the price discovery dynamics between markets and show a method to use the CS and IS

to disentangle the impact of permanent and transitory shocks.10 They interpret CS as a

measure of relative noise where the price with a lower CS is relatively more sensitive to

transitory shocks. This interpretation is consistent with the Putnins’ (2013) definition of

CS as a measure of relative noise, and IS as a combination of relative noise and relative

leadership in reflecting innovations in the fundamental value. In this situation, the Yan and

Zivot provide an information leadership metric which combines both CS and IS to cancel

out the relative noise and identify which series provides more information to the efficient

price. Yan and Zivot’s metric is

(13) IL1 =

∣∣∣∣IS1

IS2

CS2

CS1

∣∣∣∣ , IL2 =

∣∣∣∣IS2

IS1

CS1

CS2

∣∣∣∣.
Unlike the CS and IS, these measures are not shares because IL1 and IL2 do not add

to one. IL1 has the range [0,∞), and values of IL1 above (below) one indicate that the

price leads (does not lead) the process of incorporating new information into prices. To

make the information leadership metric comparable to CS and IS, Putnins (2013) defines

informational leadership shares (ILS)

(14) ILS1 =
IL1

IL1 + IL2

, ILS2 =
IL2

IL1 + IL2

.

We use the above ILS metric to measure proportional contribution to price discovery

between live cattle futures and cutout prices. The ILS1 has the range [0, 1], and values

of ILS1 above (below) .5 suggests that the first price leads (does not lead) the process of

10For further details see the work by Baillie et al. (2002), Harris, McInish, and Wood (2002a), Lehman
(2002), Yan and Zivot (2010), Putnins (2013), and the original work by Hasbrouck (1995) and Gonzalo and
Granger (1995).
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incorporating new information (Putnins 2013).11

Empirical Results

Diagnostic Testing

We conduct unit root tests to identify the order of integration in futures and cutout prices.

Augmented Dickey-Fuller (ADF) tests are performed with the number of lags chosen using

the Schwarz Bayesian Information Criterion (SBIC). For the ADF test, where the dependent

variable is differenced, we focus on the specification with a constant (Wang and Tomek 2007).

ADF-GLS tests (Elliot, Rothenberg, and Stock 1996) are also used, which are ADF tests on

GLS de-trended data. A specification with only a constant is used for the ADF-GLS test, and

the Modified Akaike Information Criterion (MAIC) is used to identify lags for the tests. The

null for ADF and ADF-GLS is that the series is non-stationary. The Kwiatkowski–Phillips–

Schmidt–Shin (KPSS) tests which has a null hypothesis that the time series is stationary

around a deterministic trend is also used. Finally, variants of the Zivot-Andrews (ZA) test

which allows for one possible shift in the mean, trend, or both mean and trend are also

used (Zivot and Andrews 2002). The ZA test has the null hypothesis of a unit root process

with drift that excludes exogenous structural change. The alternative hypothesis is that a

structural break may be present. The rejection of the null would imply rejection of a unit

root without breaks. Both futures and cutout prices are tested for stationarity using the full

sample of 508 observations spanning ten years.

Table 1 (panel A) presents the results of unit-root tests for contemporaneous Friday

futures and cutout series. ADF, ADF-GLS, and KPSS tests on futures price series and cutout

prices indicate a non-stationary process. The conclusions drawn from different specifications

of the ZA test are mixed. The ZA test with a break in both intercept and trend rejects the

null hypothesis that futures price in levels contains a unit root. However, the specifications

11The ILS measure has the advantage of not producing extreme values which occur in IL when both IS
and CS approaches the value 1 (Putnins 2013).
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with either a break in the intercept or trend indicate that futures price series has a unit

root. In the case of cutout, ZA test specifications with an intercept or trend reject the null

hypothesis of the unit root at the .05 level. On the other hand, ZA test allowing a break

in both level and trend fails to reject the null hypothesis of unit root.12 Figure 1 presents

the nominal price series for contemporaneous futures and cutout price for the 1/9/2004-

9/27/2013 period. Visual inspection of figure 1 reveals that the relationships between the

futures and cutout markets may have varied over time with the futures more consistently

above the cutout prices after 2011. Based on test results we conclude that both price series

are non-stationary in levels and stationary in first differences. The results are consistent for

Friday cutout prices and one day lagged futures prices (panel B).

Results of Cointegration Analysis

We focus on the cointegration relationship between futures and cutout prices for the full

period and then test further for structural stability in the cointegration relationship. Enders

(2008) suggests using a drift term outside the cointegrating relationship if the variables

exhibit a decided tendency to increase or decrease. This allows the rank of π to be viewed as

the number of cointegrating relationships after purging any linear trend in the data generating

process. Hence, the maximum-likelihood estimation procedure by Johansen and Juselius

(1990) is performed with an unrestricted intercept term, where a drift term appears in the

level series (Luthkepohl 2006; Enders 2008). Based on SBIC, we use a specification with 3

lags for the test. The results are presented in table 2, panel A for the Friday futures and

cutout prices, and panel B for Friday cutout prices and the Thursday futures prices. Both

the trace and the λ-max tests indicate that there is one cointegrating vector at the .10, .05,

and .01 levels of significance in both panels. The cointegration properties are also assessed

using the Engle and Granger (1987) two-step procedure and the null of no cointegration is

12The break dates identified in the ZA test are not consistent across the different specifications. Nonethe-
less, the financial market crash in October 2008 is observed to have a large impact on the futures price series.
In contrast, a period of rising beef demand towards the end of 2010 appears to have an impact on cutout
prices.
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rejected in panel A and panel B.13 Next, we apply the Bierens and Martins (2010) procedure

which tests the null of a time-invariant cointegrating vector. Since the futures and cutout

prices appear to follow a unit root with drift process, the test is conducted under the drift

case assumption. We fail to reject the null of a time-invariant cointegrating vector at the

.05 significance level in both panels. These results are robust to several lags lengths (SBIC

specified number of lags 3) and to Chebyshev polynomials up to 15 which was viewed as

reasonable given the use of weekly observations.

Based on the cointegration test, a VECM is estimated for the full period using both

samples imposing one cointegrating vector. While the SBIC chose 3 lags, an additional lag

is included to control autocorrelation.14 Results of weak exogenetiy tests are presented in

table 3. We fail to reject weak exogeneity of futures prices at the .01 level in panel A.,

indicating that the current futures price does not make short-run adjustments to the long-

run disequilibrium. In contrast, weak exogeneity of the cutout market is rejected at the

.01 level, reflecting the adjustments to the disequilibrium. The results are consistent for

current cutout prices and one-day lagged futures prices in panel B. The speed-of-adjustment

parameter for cutout is substantially higher than that for futures prices in both samples

reflecting the responsiveness of cutout prices to last period’s equilibrium error.15

Results of Innovation Accounting

Forecast error variance decompositions and impulse response functions are employed to re-

veal the magnitude of short-run linkages between markets. The Cholesky factorization is

13These results are not reported and are available on request.
14There is no serial correlation in the residuals up to 6 lags for both models at the .05 level. While mild

ARCH effects are present in the residuals of the equivalent level VAR with the cointegration restriction im-
posed, Gonzalo (1994) demonstrates that cointegration conclusions based on Johansen’s maximum-likelihood
estimation procedure are robust.

15An Autoregressive Distributed Lag (ARDL) model is also estimated imposing the weak exogeneity. The
model with SBIC selected 2 lags has an R2 = .39 indicating a reasonable statistical relationship between
futures and cutout prices. The residuals of the model are homoscedastic with no autocorrelation up to 10
lags. The speed of adjustment parameter for the cutout price estimated in the ARDL model is .08 which
similar to our estimates from the VECM. The results for Friday cutout prices and one-day prior futures price
are similar with a marginally higher R2 = .41 and some residual heteroskedasticity.
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employed to assign the causal ordering recursively for futures and cutout. The innovation

vector from an equivalent levels VAR model can be written as Aυtυtυt = εtεtεt where A is a (2× 2)

matrix and υυυt is a vector of orthogonal shocks. Ordering the futures price first, the A matrix

gives the following representation on innovations in contemporaneous time

(15)

1.0 0.0

a21 1.0

×
υf,t
υb,t

 =

εf,t
εc,t

 ,
where εi,t terms are the observed innovations from VECM, υi,t are the orthogonal innova-

tions from each market, and i = futures (f) and cutout (c) respectively. Enders (2008) and

Luthkepohl (2006) note that the ordering of the variables can influence forecast error vari-

ance decompositions and impulse response functions particularly if the correlations between

the innovations exceed |.20|. We find that the correlation between the VECM residuals is

.26 for the first sample and .35 for the second sample which are significant at the .01 level.

Hence, we also assess the sensitivity of our results ordering cutout price first which restricts

the contemporaneous effect of futures price on cutout prices and allow the cutout price to

be “causally prior” to the futures price.

The 15-week forecast error variance decompositions for the full sample are reported in ta-

ble 4. The forecast error variance decompositions identify the proportion of the movement in

a particular sequence due to its “own” shocks versus shocks to other variables (Enders 2008).

Since it is common for a variable to explain almost all of its own forecast error variance at

short horizons and smaller proportions at longer horizons, the real test in terms of market

dominance lies in the longer horizons. The forecast error variance in each price series (listed

vertically) is decomposed into proportions due to shock in futures and cutout and reported

for a 15-week horizon. For the contemporaneous futures and cutout price sample (panel A),

futures price contributes 100% of its own forecast error variance at the first-week horizon

and 99.7% of its own forecast error variance at the longer 15-week horizon. This implies that

the futures market is highly exogenous i.e., the futures price evolves independently of the

forecast error shocks from the cutout market. In the case of the cutout market, the forecast
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errors in the first-week horizon (93.4%) can be largely attributed to its own innovations in the

first week. However, as we move towards the 15-week horizon, the futures price dominates

by explaining 60% of the variance in the cutout market, with cutout explaining only 40% of

its own variance. The results for the Friday cutout and one-day prior futures price sample

in panel B are consistent with panel A. Alternate ordering with cutout prices ordered first

marginally increases the contribution of cutout in its own variance decomposition with the

futures price dominating in the longer horizon for both panels.

The impulse response functions are plotted with 95% bootstrapped confidence intervals

(2000 runs) for the 15-week horizon and presented for the contemporaneous futures and

cutout price (figure 2). Impulse response functions trace the time path of the various shocks

on the prices included in the VAR system. The responses to a one standard deviation shock

in the futures market are presented in the first row, followed by responses to shocks from

the cutout market.16 The responses obtained are consistent with the results observed from

forecast error variance decompositions. The futures and cutout markets respond significantly

to the shocks from the futures markets i.e., a one standard deviation shock in the futures

market produces responses that are significantly different from zero at the .05 level in the

cutout market at all horizons. In contrast, the shock in the cutout market does not influence

the futures market at any horizon. The results are consistent for the Friday cutout price

and one-day prior futures price series and are not reported. Further assessment ordering the

cutout price first does not appear to cause any difference in the impulse response functions.

Overall, the results of innovation accounting remain robust and support the dominant role

of futures prices.

Price Discovery Measures

Examination of equations (10), (11), (13), and (14) reveal the importance of weak exogeneity

16The impulse responses may also be interpreted in percentage terms after scaling with the corresponding
VECM residual standard deviation (SD) for futures (.0229) and cutout price (.0195). For example, a 1-SD
shock in the futures price innovation causes a response of .015 in cutout price which is equivalent to a 1%
shock in futures causing a response of .66% in the cutout price.
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in the price discovery metrics. When a price series is weakly exogenous, it’s corresponding α

in the VECM is equal to zero which using (10) translates into a CS equal to zero (γ = 0) for

the other price series. Because these gammas are embedded in the IS measures, the com-

plete dominance of a series reflected in CS is transmitted to the IS measures, and because

one of the IS measures will be zero, interpretation of (13) and (14) becomes problematic. In

our situation, the weak exogeneity test statistically attributes all weight in price discovery

to the cattle futures market using either the Friday or Thursday data.

Despite these findings, we use the estimated speed of adjustment coefficients to calcu-

late the price discovery measures, generating a maximum cutout price effect in the price

discovery process. Based on the estimated coefficients, the CS values computed are 90.5%

for the Friday futures and 9.5% for Friday cutout. For Thursday futures and Friday cutout,

the CS values are 92.2% and 7.8% respectively. In both cases, CS identifies the dominance

of the futures price in the price discovery process. The IS for Friday futures and Friday

cutout is 94% and 6% respectively. For Thursday futures price and Friday cutout price, fu-

tures continue to dominate contributing 91.5% of price discovery and cutout the remaining

8.5%.17 The higher values of IS indicates that the futures price is quicker in incorporating

new information compared to cutout price. The close approximation of proportional contri-

butions by both CS and IS measures point to the relatively similar variances and rather low

contemporaneous correlation in the reduced form residuals. As Hasbrouck (2003) suggests,

the results from price discovery metrics should be similar to those from the impulse response

analysis. In both cases, the change in the cutout price does not have an effect on the futures

price.

Based on the Yan and Zivot (2010) and Putnins (2013) approaches, we use these CS

and IS measures to derive the ILS measures. The computed ILS measures confirm the

17The IS values reported are the averages from alternate ordering of futures and cutout prices. For both
contemporaneous and one-day prior futures price relationship, the futures price is dominant contributing
more than 99.3% to price discovery with the futures price ordered first and more than 83.5% with the cutout
price ordered first.
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dominance of futures price in reflecting new information.18 The ILS for the Friday futures

price in the cutout price is 73.1%, with the cutout price contributing only 26.9% to the price

discovery. A smaller ILS value for futures compared to CS and IS is attributed to the

elimination of the relatively higher transitory noise from the cutout price. When the sample

of Friday cutout prices and Thursday futures price is compared, the contribution to price

discovery from cutout price increases to 54.9% which is marginally higher than the 45.1%

contribution of futures price. While this change in the importance of futures prices in price

discovery might be attributed to a loss of information by using the Thursday rather than the

Friday price as well as the elimination of noise from the Friday cutout price, the magnitude

of the reduction seems large. Recalculation of highly non-linear IL on which the ILS is

based, and examination of their components also suggest that IL is highly sensitive near the

bounds to even small changes in CS and IS values. In short, the new price discovery mea-

sures that allow for a maximum advantage to cutout price in the pricing process still identify

the dominance of the current futures price, and about equal weighting for the lagged one-day

futures price. Nevertheless, recall that the results of the weak exogeneity tests attribute all

the weight in the price process to the futures price.19

Conclusions

We investigate the relationship between the CME live cattle futures price and the cutout

price for the 2004-2013 post-LMRA period to identify the price market participants should

watch for timely and reliable cattle price information. Our findings indicate that the live

cattle futures price is considerably more informative than the cutout price. The two series

are cointegrated by one long-run time-invariant vector. The dominance of the futures price in

the price relationship is supported by weak exogeneity tests which indicate that the futures

price does not adjust to the discrepancy from long-run equilibrium. The importance of the

18We report the ILS values as they are easier to interpret. The IL values are available on request.
19As the market is known to be under transition, robustness checks were done dividing the data into two

equal samples. In addition, the analysis was also performed employing a contract roll dummy. These results
are consistent with previous findings and are available on request.
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futures price is strengthened by innovation accounting using the structural VECM. Forecast

error variance decompositions reveal that the futures market is not affected by shocks in

the cutout market and plays a dominant role in cutout decompositions at distant horizons.

Shocks to the futures price innovations also exhibit a relatively strong and lasting effect in

the cutout market. In contrast, shocks to the cutout innovations do not influence futures

prices, and cutout forecast errors contribute practically nothing to the error variance in the

futures market. Based on the weak exogeneity tests, newly-developed price discovery metrics

attributes the dominant role to the futures market. Even when these metrics are interpreted

to allow for a maximum cutout effect in the pricing process, the dominance of the current

futures price emerges and indicates about equal weighting for the lagged one-day futures

price. Our results indicate that the futures price adjusts to new fundamental information

quicker than cutout price.

While we do find that the cutout price enters into the long-run cointegrating relationship,

its limited importance in short-run dynamics was somewhat unexpected. Since the cutout

prices are important in calculating processing margins, this disconnect in the short-run may

be related to episodic non-competitive changes in processing margins documented by Cai,

Stiegert, and Koontz (2011a, 2011b). From a different perspective, the limited importance

also may be due to shortcomings in reported boxed beef cutout values. Wholesale cutout

values do not include prices for the growing and variable exported beef products that on

average are higher value cuts. For instance, branded products such as the Certified Angus

Beef brand which uses the upper 2/3 Choice make up a significant volume of beef trade and

is not included in Choice boxed beef cutouts. Such reporting issues may cause the wholesale

values to underestimate the true, but more volatile value of wholesale meat. It also remains

uncertain whether the thinness of the reported wholesale cutout prices resulting from the

shift to contracting at retailer/wholesaler level (Koontz and Ward 2011) have contributed to

the limited representativeness of reported cutout prices.

In sum, the futures price has a strong predictive influence on the cutout price and ap-
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pears to assimilate fed cattle price information quicker than both current and one-day ahead

cutout prices. From a weekly pricing perspective, the cutout price computed from cutout

values do not inform the live cattle futures price. The implication for a producer marketing

cattle in the coming week is that the futures price provides the most relevant and timely

source of fundamental information. While the cutout price appears to have limited value

in short-term price discovery, the extensive information available in boxed beef reports is

valuable in understanding general patterns in beef demand and supply along the marketing

chain. For instance, the spread between the Choice and Select cutout informs the market

on the relative supply of each grade informing about packer demand for cattle with specific

characteristics. Information on changes in volume and price may also reflect market dynam-

ics including changing buyer preference, price resistance along the marketing chain, as well

as glut or products backing-up in distribution pipeline (USDA-AMS). Regardless, the beef

markets have evolved over time and there may be a need to evaluate the way in which boxed

beef cutout values are developed to make prices more timely and informative.
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Table 1. Unit Root Tests: Weekly U.S. Cattle Prices

Market Test Level First Difference Level First Difference

Panel A. Panel B.

Futures ADF (C) -1.59 -24.28 *** -1.62 -23.73 ***
ADF GLS (C) 0.03 -1.24 0.02 -1.17
PP(CT) -2.79 -24.31 *** -2.82 -23.79 ***
KPSS (C) 2.21 *** 0.04 2.22 *** 0.04
ZA (C) -4.65 - -4.65 -
ZA (T) -4.14 - -4.15 -
ZA (CT) -5.30 ** - -5.26 ** -

Cutout ADF (C) -1.67 -21.29 *** -1.65 -21.51 ***
ADF GLS (C) -0.38 -0.07 -0.15 -0.07
PP(CT) -3.78 ** -17.92 *** -3.77 ** -17.81 ***
KPSS (C) 2.22 *** 0.03 2.22 *** 0.03
ZA (C) -5.12 ** - -5.06 ** -
ZA (T) -4.48 ** - -4.43 ** -
ZA (CT) -5.00 - -4.95 -

Notes: Data: 1/9/2004-9/27/2013. Panel A: Friday futures and cutout price. Panel B:

Thursday futures price and Friday cutout price. Futures denotes CME live cattle fu-

tures price. Cutout denotes the cutout values multiplied by 63% to reflect the average

hot yield. C denotes a specification with a constant. T denotes a specification with a

trend. CT denotes a specification with both constant and trend. The τ -stat is the test

statistic for the ADF test. Lag lengths for the ADF test are based on SBIC. ADF-GLS

(C) is specified with an intercept. The test statistic for ADF-GLS is t-stat. Lag lengths

for ADF-GLS are based on the MAIC. ZA test is specified with one-time break in both

intercept and trend. Lags for ZA test are based on SBIC. For the ZA test, the test

statistic is t-stat. ***Significant at α = 0.01, **Significant at α = 0.05, *Significant at

α = 0.10.
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Table 2. Johansen Test for Cointegration

Null Alternate Critical Value

Hypothesis Hypothesis Panel A. Panel B. 90% 95% 99%

λtrace tests λtrace value λtrace value
r=0 r>0 30.18 31.5 15.66 17.95 23.52
r<=1 r>1 1.4 1.22 6.5 8.18 11.65

λmax tests λmax value λmax value
r=0 r=1 28.78 30.28 12.91 14.9 19.19
r=1 r=2 1.4 1.22 6.5 8.18 11.65

Notes: Data: 1/9/2004-9/27/2013. Panel A: Friday futures and cutout

price. Panel B: Thursday futures price and Friday cutout price. Futures de-

notes CME live cattle futures price. Cutout denotes the boxed beef cutout

values multiplied by 63% to reflect the average hot yield. LR test of the null

hypothesis that there are at most “r” cointegrated vectors against the alter-

native that there are “k” cointegrated vectors ( λtrace) and, that there “r+1”

cointegrated vectors (λmax). The model is specified with an unrestricted con-

stant term to account for possible trend (drift) in level series (Enders 2008).

31



T
a
b
le

3
.

W
e
a
k

E
x
o
g
e
n
e
it

y
T

e
st

P
an

el
A

.
P

an
el

B
.

∆
F

(t
)

∆
B

(t
)

∆
F

(t
)

∆
B

(t
)

C
o
effi

ci
en

t
(α

)
-0

.0
08

C
o
effi

ci
en

t
(α

)
0.

08
1

**
*

C
o
effi

ci
en

t
(α

)
-0

.0
07

C
o
effi

ci
en

t
(α

)
0
.0

8
1

*
*
*

N
ot

es
:

D
at

a:
1/

9/
20

04
-9

/2
7/

20
13

.
P

an
el

A
:

F
ri

d
ay

fu
tu

re
s

an
d

cu
to

u
t

p
ri

ce
.

P
an

el
B

:
T

h
u
rs

d
ay

fu
tu

re
s

p
ri

ce

an
d

F
ri

d
ay

cu
to

u
t

p
ri

ce
.

F
u
tu

re
s

(F
)

d
en

ot
es

C
M

E
li
ve

ca
tt

le
fu

tu
re

s
p
ri

ce
.

C
u
to

u
t

(C
)

d
en

ot
es

th
e

b
ox

ed
b

ee
f

cu
to

u
t

va
lu

es
m

u
lt

ip
li
ed

b
y

63
%

to
re

fl
ec

t
th

e
av

er
ag

e
h
ot

y
ie

ld
.

T
h
e

S
B

IC
ch

os
en

la
g

is
3

fo
r

m
o
d
el

s
in

p
an

el
s

A
an

d
B

.
A

n
ad

d
it

io
n
al

la
g

is
in

cl
u
d
ed

to
co

n
tr

ol
au

to
co

rr
el

at
io

n
.

T
h
e

te
st

st
at

is
ti

c
is

th
e

Z
st

at
is

ti
c.

**
*S

ig
n
if

-

ic
an

t
at
α

=
0.

01
,

**
S
ig

n
ifi

ca
n
t

at
α

=
0.

05
,

*S
ig

n
ifi

ca
n
t

at
α

=
0.

10
.

32



Table 4. Forecast Error Variance Decompositions From Level VAR

Panel A Panel B

Weeks Futures Cutout Weeks Futures Cutout

Futures 1 100.00 0.00 1 100.00 0.00
2 99.19 0.81 2 99.80 0.20
5 99.23 0.77 5 99.32 0.68

10 99.57 0.43 10 99.61 0.39
15 99.68 0.32 15 99.72 0.28

Cutout 1 6.54 93.46 1 11.97 88.03
2 20.00 80.00 2 24.09 75.91
5 34.78 65.22 5 35.00 65.00

10 49.47 50.53 10 49.60 50.40
15 60.14 39.86 15 60.22 39.78

Notes: Data: 1/9/2004-9/27/2013. Panel A: Friday futures and

cutout price. Panel B: Thursday futures price and Friday cutout

price. Futures denotes CME live cattle futures price. Cutout de-

notes the boxed beef cutout values multiplied by 63% to reflect

the average hot yield. The forecast error variance decompositions

in each row sum to 100.
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