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ABSTRACT

This study investigates the economic effects of external oil and food price shocks in the context of selected Asia and Pacific countries including Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, India and Thailand. The study is conducted within the framework of SVAR model using quarterly data over the period 1980 to 2010 although start date varies based on availability of data. The study reveals that resource poor countries that specialize in heavy manufacturing industries like Korea and Taiwan are highly affected by international oil price shocks. Oil price shocks negatively affect industrial output growth and exchange rate and positively affect inflation and interest rates. On the other hand, oil poor nations such as Australia and New Zealand with diverse mineral resources other than oil are not affected by oil price shocks. Only exchange rates are affected by oil price shocks in these countries. Furthermore, countries that are oil poor but specialized in international financial services are also not affected by oil price increase. Similarly, developing country like India with limited reserve of oil is not affected by oil price shock. However, Thailand possessing a number of natural resources other than oil is not accommodative of oil price shocks. Limited impact of food prices can be recorded for India, Korea and Thailand in terms of industrial output, inflation and interest rate. The major impact of food prices is that it helps depreciating real effective exchange rate for almost all countries except Singapore. As a whole, the effects of external oil and food prices depend on the economic characteristics of the countries. The empirical results of this study suggest that oil and food prices should be considered for policy and forecasting purposes especially for Korea, Taiwan and Thailand.
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1. Introduction

Skyrocketing commodity prices create tensions in the countries regardless of the development status in general and in particular world oil and food price increase intensify it. Because of being necessity commodities and having relatively inelastic demand these two commodities are matter of concerns worldwide. The oil price shocks began in 1970s attracted attentions of many researchers. Oil price shocks have been regarded one of the many reasons for global economic slowdown especially for oil importing countries (Hamilton 1983, Hamilton 1996, Hamilton 2003). High food prices during 1970s also created huge crises worldwide leading to a famine in 1973-74. Recent increase of both oil and food prices renewed the interests of all concerned. It is now generally agreed that increase in oil prices help declining economic activities of the oil importers countries. It is also believed that oil price also help food prices to increase and joint hike of these two prices even worsen the situation. Oil is engine for economic activities and so increase in oil prices have direct impact on many economic activities while food is not any direct input for any production. But that must not be the reasons to ignore food prices. Food importers and exporters both may be affected by food prices. It may increase import bill for importers, may create pressure on wages, and may condense the food export demand for food exporters. This is how food prices may contribute to the downturn of economic activities of both food exporters and importers countries. Although many studies document the impacts of oil prices on economic activities in developed countries and partially in the countries outside the USA and Western Europe, dearth of studies are available in the context of the impacts of food prices.

The aim of the current study is to examine the impacts of world oil and food prices on industrial production, inflation, real effective exchange rate, interest rate and stock prices in the context of Australia, New Zealand, South Korea, Singapore, Hong Kong, Taiwan, India and Thailand. These Asia pacific countries hold important positions in the context of world in terms of oil consumption; economic growth; share in world GDP; and economic freeness to world economies. In addition, all these countries are net oil importers while some of these are food exporters, e.g. Australia, New Zealand, India and Thailand and some are food importers, e.g. Korea, Singapore, Hong Kong, Taiwan. Moreover, all these countries are export oriented. A very few studies are available to address the impacts of oil prices in these countries and no studies are available on the effects of food prices. Hence, the current study sheds light on the impacts of oil and food prices on these countries and identifies similarity and disparity among them in terms of the effects. The study is conducted within the framework of structural VAR
model using quarterly data for the period of 1980 to 2010 although start date varies for some countries based on the availability of data for all series. Different linear and non-linear transformations of oil and food prices are used to estimate models.

The remaining part of the paper is structured as follows. Section 2 discusses and summarises existing literature; section 3 provides an overview of the theoretical channels of oil and food price shocks to the economic variables; section 4 introduces data and their sources; methods used in the analysis of data are presented in section 5 while section 6 reports empirical results; section 7 discusses the findings with possible policy implications and limitations; and section 8 draws relevant conclusions of the study.

2. Literature Review

Strand literature is available dealing with oil price-macroeconomic relationship although not many studies focus on food price-macroeconomic relationship. In this section we briefly discuss available literature on the impacts of oil and food price shocks related to this study. We limit our survey to the net oil importer countries’ perspective. We start discussion with oil price and will end up with the impacts of food prices.

The impacts of oil prices on macroeconomic activities have been studied widely beginning with the pioneering work of Hamilton (1983). Using Sims’ (1980) VAR approach to US data for the period 1948-1980, the author shows that oil price and the USA’s GNP growth exhibit a strong correlation. The author also reports that oil prices increased sharply prior to every recession in the US after World War II. Following Hamilton, a number of studies document the adverse impact oil prices on the GDP of the USA (Gisser and Goodwin 1986, Mork 1989, Lee et al. 1995, Hamilton 1996, Hamilton 2003).

Some studies focus on the effects of oil prices under the framework of market structures. The effects of oil price increase on output and real wages have been shown by Rotemberg and Woodford (1996) in an imperfectly competitive market scenario. In their study, it has been shown that 1 percent oil price increase contributes to 0.25 percent output and 0.09 percent real wage decline. And these results have been supported by Finn (2000). Finn studies oil price and macroeconomic relationship under perfect competition. According to the author, the adverse effect of oil price increase on economic activity is indifferent to the market structure. Regardless of the structure of the market, perfect or imperfect, oil price increase negatively affects economic activity.
The impacts of oil prices have also been studied in the sectoral level using individual sectorwise data. Applying tests to micro level panel data, Keane and Prasad (1996) provide evidence that oil price increase negatively affect real wage, however, for skilled workers the result is different. In their study, they disentangled labour in terms of their skill level and found that impact of oil price on real wage varies for skills. In a similar study, Davis et al. (1997) document that oil price played a dominant role in regional unemployment fluctuation and employment growth since 1970. In another study, Davis and Haltiwanger (2001) employing VAR in a sectoral format demonstrate that oil shocks play a prominent role to the short run fluctuation of job destruction. The results are asymmetric that oil prices response was only to job destruction and not to job creation and they find that the impact of oil price shock is almost double than monetary shocks for US data they estimate for the period of 1972 to 1988. Lee and Ni (2002), applying identified VAR model with US industry level data, examine the effects of oil price shocks on various industries and report that oil price has short run effects on the output of industries. Tests also identify that oil shocks affect both demand and supply of industries. It reduces the supply of oil intensive industries and at the same time demand for some other industries like automobile declines. Likewise, Lippi and Nobili (2009) study structural shocks (oil costs, industrial production and other macro economic variables) on US data and add evidence that negative oil supply shocks reduce US output and positive oil demand shock has positive and persistent impact on GDP. In a recent study, Francesco (2009) illustrates, with UK manufacturing and services sector data, that in linear data oil price shocks have positive impact on both the output of manufacturing and services sector while asymmetric specification reveals that oil price increases influence to contract manufacturing output and does not affect services sector. However, services sector responds to oil price decrease while manufacturing sector does not.

What might be the causes of asymmetric effects of oil price shocks? Is it the result of monetary policy or something else? Hamilton (1988) provides an explanation that the reason of asymmetry might be the adjustment cost of oil price change while a different explanation is reported by Ferderer (1996). According to his findings, sectoral shocks and uncertainty could lie behind asymmetry, and monetary channel is not responsible for asymmetric effect of oil price shock. However, Bernanke et al.(1997) establish that the effect of oil shock on economy is not due to the change of oil price rather contractionary monetary policy is responsible for asymmetric effect of oil price shocks. They suggest that monetary policy can be utilised to minimise consequences of recessions which, however, is criticised by Hamilton.
and Herrera (2004). In reply to Hamilton and Herrera’s challenge Bernanke et al. (2004) reconfirm that intensity of any exogenous shocks depend on the response of the monetary authority’s reaction on the shock. They restate their findings that the negative impacts of an oil price on output are decreased when the endogenous response of the funds rate is reduced. Balke et al. (2002) in their empirical study find that asymmetry transmits through market rate of interest and monetary policy is not solely responsible for asymmetric effects. In a recent study Lee et al.(2009) provide evidence for Korea that monetary responses to oil shock affect economic activity and accommodative policy responses provide better results.

A set of studies are also available in the literature regarding oil data specification. Most of the studies are based on log real price of oil in linear form. But the question is whether oil data really generate in linear process? This issue attracted attention of many scholars. In this regard pioneering effort has been put forward by Mork (1989). Mork (1989) used data of oil price increase and decrease to show the asymmetric effects of oil price on the US GDP. After Mork, Hamilton (1996) also proposed a nonlinear measure of data what he termed as flexible approach to nonlinear modelling of oil data. His measure is termed as net oil price increase (NOPI). Following Hamilton, Lee et al.(1995) provided another nonlinear measure of oil price using GARCH models which is known as volatility adjusted series of oil price. Asymmetric effects of oil price shocks on the economic activities are documented in some recent studies as well (Andreopoulos 2009). In a different line of study, Kilian and Vigfussion (2009) document that these kinds of asymmetric specifications of oil price increase and decrease as misspecifications. In their study, they establish that structural models of asymmetric effects of energy price increase and decrease cannot be estimated by a VAR representation. They proposed an alternative structural regression of tests of symmetry to estimate models. They suggest a fundamental change required in methods to estimate asymmetric effects of oil energy price shocks although this evidence is noted as complementary rather than challenge by Hamilton (2010).

Some studies focus on the magnitude and strength of oil price shocks. One of those is Burbidge and Harrison (1984). By using VAR approach they demonstrate that oil price has adverse effects on the macroeconomic variables in five OECD countries. However, they show that oil price shock of 1973-74 was different from that of 1979-1980. During 1973-74 the influence of price over macroeconomic variables were quite strong in their findings. Similar findings are drawn in Blanchard and Gali (2007). In that paper the authors argue that oil price shock of 1970s and 2000s are quite different because of four reasons: lack of
concurrent adverse shock with recent oil shocks; smaller share of oil in production; more flexible labour markets and improved monetary policy. According to them, because of these four reasons recent effects of oil price is milder than 1970s. Using Markov-state switching approach Raymond and Rich (1997) demonstrate that net real oil price increases contribute to the switches of mean growth rate of GDP during 1973-75 and 1980 recessions and it partially explains the shift of 1990-91 recessions. Bohi (1991) reports that role of oil price shocks to recessions of 1970s was not supported by data. According to his study, there is no connection between energy intensity and economic activity variables from manufacturing industries of four industrialised countries. He suggested that monetary policy can be alternative explanations of recessions.

In the same line, Hooker (1996) by using multivariate Granger causality tests argues that there is no linear or asymmetric relationship between oil price and macroeconomic variables. Mentioning oil price as an endogenous variable Hooker pointed out that oil price no longer Granger causes many macroeconomic indicators of the USA after 1973 though evidence is found before 1973. However, in a different kind of study Hooker as one of the co-authors (Carruth et al. 1998) document that real oil prices Granger cause unemployment in the USA. In line with Hooker (1996), Segal (2007) argues, oil price shock is no longer a shock. Citing monetary policy as one of the important routes of oil price transmission the author argues that when oil prices pass through to core inflation, interest rates are raised by monetary authority which consequently slows down economic growth and therefore oil price has relatively small effect on the macroeconomy.

Most of the studies we have discussed so far are based on the US data but there are a number of studies which deal with data from other regions of the world. Bjørnland (2000) studies the dynamic effects of aggregate demand, supply and oil price shocks for data set taken from the U.S., UK, Germany and Norway and provide evidence that the oil price maintains negative relationship with GDP for all countries but Norway. Cuñado and Gracia (2003) study the behaviour of oil price and GDP movement in some European countries by using cointegrating VAR approach. Although mixed results for different countries found, they provide the evidence that oil price has negative effects on overall macroeconomic activity. However, volatility adjusted measure suggested by Lee et al. (1995) document that there is no evidence that macroeconomic effects of oil price depend on the volatility. Using a Factor-Augmented Vector autoregressive approach Lescaroux and Mignon (2009) report positive relationship between oil price and CPI, PPI and interest rates and negative impact of
oil price shock on output, consumption and investment for China. In similar line, Tang et al. (2010) study short and long run effects of oil price on China; by using structural vector autoregressive (SVAR) model they show that increase of oil price negatively affect output and investment but positively affect inflation and interest rate or in other words, they document adverse effect of oil price shock on macro economy of China.

By using nonlinear specification of oil price measure Zhang and Reed (2008) show that in the case of Japan, asymmetric effect of oil price shocks to economic growth exists. To observe the macroeconomic effects of oil price shocks Cologni and Manera (2009) use different regime switching models for G-7 countries and establish that different nonlinear definitions of oil price contribute to better description of oil impact to output growth and they also found that explanatory role of oil shocks to different recessionary episodes changed across time. Asymmetric impacts of oil price on economic activities were also studied by Huang et al. (2005). They apply multivariable threshold model to the US, Canada and Japan’s data. Their study reports that oil price change has better explanatory power on economic activities than oil price volatility.


So far different dimensions of oil price shocks have been discussed in light of the literature available since 1983 to earliest 2010. The survey of literature have shown the causes of oil price shocks along with its consequences to the economic activities mainly adverse effects with minor exception of it and researches are still on to find even more
compact conclusion about the oil price shocks. The question whether oil price shocks still matter for the economic activities are being answered even in recent studies (Lescaroux 2011).

Now we focus on the studies available on the effects of food price to macroeconomy. As stated above that food price has not been widely studied, however, the available literature in regards to the effects of food prices on macro variables are presented as follows. Abott et al. (2009) identify depreciation of U.S. dollar, change in consumption and production and growth in bio-fuel production as major drivers of food price hike. Aksoy and Ng (2008) study whether food price good or bad for net food importers and they reveal mixed results that for low income countries food price shocks deteriorate the food trade balances whereas for middle income countries the trade balances improve due to food price shocks. von Braun (2008) reports that net food importer countries become affected by high food prices. Galesi and Lombardi (2009a), document that oil and food price shocks have different inflationary effects. For their sample period (1999-2007) they find that the inflationary effects of oil price mostly affect developed regions whereas food price shocks affect emerging economies only.

To sum up, the literature shows that most of the studies are based on developed countries and only few are available outside G-7 countries. Although the impacts of oil prices have been studied widely the impacts of food prices have not been attended in the empirical studies. And thus the objective of this study is to focus on these unattended areas of study. This study intends to assess the impacts of both oil and food prices to a number of Asia and Pacific countries namely Australia, New Zealand, Korea, Singapore, Hong Kong, Taiwan, India and Thailand. The choice of the study area is rationalized in terms of lack of studies in the Asia Pacific region. The countries are considered as well representation of the region because two of these countries are from South Pacific (Australia and New Zealand), two countries from ASEAN (Singapore and Thailand), two countries from greater China (Hong Kong and Taiwan) and one from East Asia (South Korea) and one from South Asia (India). Due emphasis has been given to the emerging and newly developed countries as well as openness to the international economy. Because of these reasons we do not include Japan and China. As mentioned earlier, few or no studies are available in these countries. To the best of our knowledge, the available studies in these areas are as follows. Faff and Brailsford(1999) find relationship between oil price and stock market returns in Australia. They report positive sensitivity of oil and gas related stock prices to oil prices while negative sensitivity is reported for paper, packaging, transport and banking industries. Valadkhani and

The paucity of studies in these countries is one of the main inspirations for the persuasion of the current study. This study would be distinct from the existing studies in these areas in different aspects. First, we use latest data until 2010 which includes two major oil shocks of 2007-08 and 2010. Inclusion of these recent shocks will enhance understanding of the impacts of oil prices on economic activities. Second, the study considers both oil and food price shocks in the model to examine the dynamic interactions of these two variables to the economic variables of the concerned countries. Finally, we implement the study within the framework structural VAR model which is rarely used in previous studies in general and is not used in particular for the countries covered by this study.

3. Transmission channels of oil and food price shocks to economic activities

Theoretical argument about the relationship between oil price and food prices is now eased off. It is well documented that oil prices transmit to economic activities through different channels. According to Brown and Yücel (2002), the channels of shocks transmission are classical supply side effects, income transfer from oil importers to oil exporter countries, real balance effect and monetary policy. In line with above channels, Lardic and Mignon (2008) added that oil price increase may affect inflation, consumption, investment and stock prices. These channels have been found effectual in many empirical studies both in developed and developing countries.
On the other hand, food prices are becoming a major issue worldwide. It is argued that oil and food prices both are responsible for slowing down world economic growth. Few studies focused on the food price and macroeconomic relationship (Headey and Fan 2008, Abott et al. 2009, Galesi and Lombardi 2009b, Hakro and Omezzine 2010). These studies provide evidence that food prices transmit to the macroeconomic variables such as inflation, output, interest rate, exchange rate and terms of trade. Based on these theoretical constructs, we develop following transmission channel for the purpose of this study, as shown in Figure 2, for analyzing oil/food price-macroeconomic relationships.

We start with two price shocks- oil and food. When oil price increases manufacturing cost increases and as a result industrial production falls. From food importers’ point of view, the import bills increase which leads to decrease the net exports causing national output to fall. From food exporters’ point of view, when food prices increase globally the demand for food export decrease which ultimately reduces the net export a part of national output. The other explanation could be when food prices increase, the employees seek higher wages. If that happens, demand for labour decreases and production hampers which ultimately decreases production. It is now well agreed in theory that when global oil and food price increase inflation increases worldwide. Because of oil and food price increase when inflation increases it increases demand for money. As money demand increases the rate of money market interest rate increases. Moreover, the increase of inflation and interest rate due to oil and food price shock may have adverse effect on the exchange rates. It is also plausible to infer that when other macroeconomic indicators are adversely affected by oil and food price shocks, it will hamper the profitability of industries which will reduce the demand for stock in the financial market. As a consequence, the stock prices in the market will decrease.
Figure 1: Oil and food price shock transmission
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4. Data and sources

We use data for world oil and food prices along with selected macroeconomic and financial variables such as industrial/manufacturing production indices (IP/MP), consumer price indices (CPI), lending rate (IR), real effective exchange rate (REER), and stock price indices (SPI) for 8 Asia and Pacific countries namely Australia (AUS), New Zealand (NZ), South Korea (KOR), Singapore (SIN), Hong Kong (HK), Taiwan (TWN), India (IN) and Thailand (TH). As proxy for world oil price we use Dubai spot prices measured in US$ per barrel because Dubai price is more relevant to these Asia and Pacific countries and also Dubai price is internationally more trading index in the context of Asia and Pacific. For world food price, world food price indices are used. Our main objective is to check the impacts of oil and food prices to industrial production growth and inflation. However, we add exchange rate and interest rate to examine the channels of external and monetary sector. We also add
stock price indices to assess the impacts in the financial sector. Data are mainly sourced from International Financial Statistics (IFS) of IMF. Seasonally adjusted series are collected for IP/MP from IFS database. In the case of other series data are seasonally adjusted by US census-X11 in Eviews.

It has been argued that the effects of oil price shocks to macroeconomic variables are mild after 1980s and onwards. We thus target to collect quarterly data over the period 1980 to 2010 to examine this proposition. However, because of unavailability of data the start date varies country to country. For Australia data for all series are available from 1980Q1 to 2010Q2 making total 122 observations. In the New Zealand case, data are available for the period 1987Q1 to 2010Q3 making a total of 93 observations. The availability of data helps to collect data after major economic reform in New Zealand economy. Korean data are available for the period 1980Q3 to 2010Q3 making a total of 121 observations. Singapore data are available from 1985Q1 to 2010Q4- a total of 104 observations. We find 67 available observations for Hong Kong from 1994Q1 to 2010Q2 2010. Available data for Taiwan is only 26 observations over the period 2003Q4 to2010Q4. We collect 69 available observations for all series for India ranging from 1999Q1 to 2010Q2. Data for Thailand is available from 1997Q1 to 2010Q4 forming a total of 54 observations.

Taiwanese data are not available from IFS database and thus we search different sources for data. Sources of Taiwan data include central bank of Taiwan, Taiwan stock exchange, National Statistics, and Taipei foreign exchange development. Monthly REER data is collected from Taipei foreign exchange development that covers from January 2000 to December 2010. Data obtained from National Statistics are consumer price index (CPI). Monthly REER and CPI are converted to quarterly series using cubic spline interpolation method. Share price index (SPI) data are collected from Taiwan stock exchange corp. in monthly from and interpolated to quarterly series. Lending rate (LR) data is collected from
Taiwan central bank. Industrial production index is collected from department of statistics under Ministry of economic affairs. REER and MPI series for Thailand are collected from Bank of Thailand in monthly frequencies and then interpolated to quarterly series. REER series for India has been collected from Reserve Bank of India (RBI) bulletin in monthly format base year for which is 1993-94 since January 1993 to 2010 and then interpolated to quarterly series.

We use real oil (ROP) and food prices (RFP) in domestic currencies for each country. In order to transform nominal oil/food price to real price we use nominal exchange rate and CPI for every country. The real series are computed in the following way:

\[
\frac{rop_t}{rfp_t} = \frac{op_t}{fp_t} \times \frac{e_t}{cpi_t},
\]

Where \( rop_t/\text{rfp}_t \) stands for real oil or food prices; \( \text{op}_t/\text{fp}_t \) represents nominal oil/food prices, \( e_t \) stands for nominal exchange rate while \( cpi_t \) represents consumer price indices.

In the case of both oil and food price four series of data are generated by using raw data. With a view to observe the effects of external price shocks, the first series are used in level data as it is. Following Mork (1989) the asymmetric form of oil price and food price are computed as follows:

\[
O_t^*/F_t^+ = O_t/F_t, \text{ if } O_t/F_t >0 \text{ or } 0 \text{ otherwise}
\]

\[
O_t^*/F_t^- = O_t/F_t, \text{ if } O_t/F_t <0 \text{ or } 0 \text{ otherwise}
\]

Where \( O_t/F_t \) is the rate of change of real price of oil or food.

Following Hamilton’s (1996) fashion, the net oil price increase/net food price increase for four quarter (NOPI4/NOFI4) is calculated in the following way:

\[
\text{NOPI}_t = \max [0, \text{OP}_t - \max (\text{op}_{t-1}, \text{op}_{t-2}, \text{op}_{t-3}, \text{op}_{t-4})]
\]

\[
\text{NOFI}_t = \max [0, \text{FP}_t - \max (\text{fp}_{t-1}, \text{fp}_{t-2}, \text{fp}_{t-3}, \text{fp}_{t-4})]
\]

The nonlinear specification of oil data provided by Lee et al. (1995) in a GARCH (1, 1) framework are as follows \( O^*_t \):
\[ o_t = \alpha + \sum_{i=1}^{k} \beta_i o_{t-i} + \varepsilon_t \]
\[ \varepsilon_t = e_t / \sqrt{h_t}, \sim N(0,1) \]
\[ h_t = \gamma_0 + \gamma_1 \varepsilon_{t-1}^2 + \gamma_2 h_{t-1} \]
\[ o^*_{it} = \max(0, \sqrt{\hat{h}_t}) \]

Similarly, we compute scaled food price increase following above method of Lee et al. (1995). We use industrial production growth (EG) and growth of CPI (inf)\(^1\) instead of level data for other series except interest rate we transform data into natural logarithm.

**5. Methodology**

The econometric methods used in this study are as follows. This study covers almost 30 years quarterly data ranges from 1980 to 2010. In this long span of time many structural changes happened in the countries covered by this study. To be on the safe side, we first test for the structural breaks in the series included in the study. Literature provides several tests to identify structural breaks in time series data of which we employ two here. We use both the Lumsdaine-Papell (Lumsdaine and Papell 1997) and Lee-Strazicich(Lee and Strazicich 2003) unit root tests to determine possible breaks in macroeconomic time series. Second, we check the order of integration for data by using both Augmented Dickey Fuller (ADF) (Dickey and Fuller 1979) and Phillips-Perron(1987) unit root tests. Based on the properties of series, we proceed for further investigation whether we need to conduct cointegration test or not. If we find all series integrated with order 1, I(1) we will proceed for cointegration test. If all series are not integrated with order 1 or in other words, we find mixture of both I(0) and I(1) the we will follow some common practices, in line with Farzanegan (2009), Tang et al.(2010) and Iwayemi and Fowowe (2011) estimating model in structural VAR framework in level without losing the exact properties of data.

As an estimation procedure, we develop 7 variable structural vector autoregressive (SVAR) models. In fact, we develop three models; one with world oil price shock as exogenous variable (SVAR-6); one with world food price shock as exogenous variable (SVAR-6) and the third one with both oil and food price shocks in the same model (SVAR-7). We briefly introduce SVAR framework in the following section.

---

\(^1\) EG = IP_t - IP_{t-1}/IP_t and inflation (inf) = CPI_t - CPI_{t-1}/CPI_t

\(^2\) Although we did not require cointegration tests for multiple series we conducted bivariate cointegration tests to check long run relationship between oil/food price and macroeconomic variables (for example, oil price and CPI or food price and...
5.1 Structural vector autoregressive (SVAR) model specification

We start with the following structural VAR(p) model as provided by Breitung et al. (2004).

\[ AX_t = A_1 X_{t-1} + \ldots + A_p X_{t-p} + B \varepsilon_t \]

Where A is a \( k \times k \) invertible matrix of structural coefficients, \( X_t \) is the vector of endogeneous variables (SPI\(_t\), REER\(_t\), IR\(_t\), INF\(_t\), EG\(_t\), OP\(_t\)/FP\(_t\)), \( \varepsilon_t \sim (0, \Sigma_\varepsilon) \). \( A_i \)s are \( k \times k \) matrices which captures dynamic interactions between the \( k \) variables while B is another \( k \times k \) matrix of structural coefficients representing effects of structural shocks and \( p \) is the number of lagged terms which will be determined by information criteria, SC.

The corresponding estimable reduced form model can be obtained by pre-multiplying the above model with inverse of matrix A, \( A^{-1} \) as written below:

\[ X_t = A_1^* X_{t-1} + \ldots + A_p^* X_{t-p} + \mu_t \]

Where \( A_i^* \) is equal to \( A^{-1} A_i \). The reduced form residuals relates to the structural residuals as follows:

\[ \mu_t = A^{-1} B \varepsilon_t \text{ Or, } A \mu_t = B \varepsilon_t \]

Where \( \mu \sim (0, \Sigma_\mu) \), A and B are \( k \times k \) matrices to be estimated while \( \Sigma_\mu \) is the variance covariance matrix of reduced form residuals and contains \( k(k+1) \) distinct elements (Amisano and Giannini 1997).

In the next step, to identify structural form parameters we have to place restrictions on the parameter matrices. To make model parsimonious and to avoid invalid restrictions, consistent with common practices, we place just/exact identifying restrictions. The main assumptions regarding parameter restrictions are as follows. We assume that structural variance covariance matrix; \( \Sigma_\varepsilon \), is a diagonal matrix and is normalized to be an identity matrix, \( I_k \). We follow recursive identification scheme and thus we assume that A is an identity matrix while B is an upper triangular matrix. The contemporaneous relationships among the variables are captured by B.

Once we have defined our matrices, we now need the number of restrictions. According to Breitung et al. (2004), when one of the A or B matrix is assumed to be identity then we need \( K(K-1)/2 \) additional restrictions to be placed, where \( K \) is the number of variables. In our case we have 6 variables and 7 variables models; therefore, we need 15 (6 variables) or 21(7 variables) additional restrictions to estimate models.
For these additional restrictions we look into the economic theory. Let us first introduce our 6 variable SVAR model with external oil price. Regardless of the economic conditions of eight different economies covered by this study we assume, in line with Tang et al. (2010), that oil price is exogenous and other variables are endogenous. We order variables as (spi, reer, ir, inf, ip and op) for the 6 variable model with oil price. Oil price is included in the model in different format of nonlinear transformation as mentioned in the data section. The matrix format of the ordering is as follows:

\[
B\varepsilon = \begin{pmatrix}
  b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} \\
  0 & b_{22} & b_{23} & b_{24} & b_{25} & b_{26} \\
  0 & 0 & b_{33} & b_{34} & b_{35} & b_{36} \\
  0 & 0 & 0 & b_{44} & b_{45} & b_{46} \\
  0 & 0 & 0 & 0 & b_{55} & b_{56} \\
  0 & 0 & 0 & 0 & 0 & b_{66}
\end{pmatrix}
\begin{pmatrix}
  \varepsilon_{spi} \\
  \varepsilon_{reer} \\
  \varepsilon_{ir} \\
  \varepsilon_{inf} \\
  \varepsilon_{eg} \\
  \varepsilon_{op}
\end{pmatrix}
\]

For this ordering, we assume that oil price shock is not affected contemporaneously by other shocks and it can affect all other endogenous variables and thus we place 5 restrictions here, \((\varepsilon_{op} = b_{66}. \varepsilon_{op})\). Second, we assume that industrial production or economic growth is affected by itself and oil prices and hence we put 4 restrictions \((\varepsilon_{eg} = b_{55}. \varepsilon_{eg} + b_{56}. \varepsilon_{op})\). Third, we assume that for the contemporaneous period inflation/CPI shock is only affected by itself, output shock and oil price shock while these three affect all other variables. Here we put 3 restrictions, \((\varepsilon_{inf} = b_{44}. \varepsilon_{inf} + b_{45}. \varepsilon_{eg} + b_{46}. \varepsilon_{op})\). Fourth shock in the list is short term interest rate. We assume that it is not affected by real exchange rate and stock price shocks (2 restrictions) for the contemporaneous period while it is affected by all other shocks, \((\varepsilon_{ir} = b_{33}. \varepsilon_{ir} + b_{34}. \varepsilon_{inf} + b_{35}. \varepsilon_{eg} + b_{36}. \varepsilon_{op})\). For the remaining 1 restriction, we assume stock price shock do not affect real exchange rate while all other shocks may influence it, \((\varepsilon_{reer} = b_{22}. \varepsilon_{reer} + b_{23}. \varepsilon_{ir} + b_{24}. \varepsilon_{inf} + b_{25}. \varepsilon_{eg} + b_{26}. \varepsilon_{op})\).

Similarly, we construct order for our next model of 6 variables with world food price shock as exogenous variable. We just replace oil price with food price and hence the order becomes as (spi, reer, ir, inf, ip and fp). Food price shocks will be used in different formats of nonlinear transformations. We check the effects of food prices on macroeconomic variables because recent increase food prices attracted attention for all concerned. In our sample, we have both food net exporters and net food importer countries; therefore, we can distinguish
the magnitudes and signs of effects. Food prices can affect economic growth because it will increase import bill for the importer countries which reduces net export. For the exporter countries, when prices increase the demand may decrease which affects export and thus the output growth. When international food prices increase, it transmits to other countries through different channels. The arguments we make for oil price model also applies to food price models and thus we do not repeat those here. The matrix representation of the restrictions for second model is as follows:

$$B\varepsilon = \begin{pmatrix}
  b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} \\
  0 & b_{22} & b_{23} & b_{24} & b_{25} & b_{26} \\
  0 & 0 & b_{33} & b_{34} & b_{35} & b_{36} \\
  0 & 0 & 0 & b_{44} & b_{45} & b_{46} \\
  0 & 0 & 0 & 0 & b_{55} & b_{56} \\
  0 & 0 & 0 & 0 & 0 & b_{66}
\end{pmatrix}
\begin{pmatrix}
  \varepsilon_{\text{spi}} \\
  \varepsilon_{\text{ree}} \\
  \varepsilon_{\text{ir}} \\
  \varepsilon_{\text{mf}} \\
  \varepsilon_{\text{eg}} \\
  \varepsilon_{\text{fp}}
\end{pmatrix}$$

Finally, we introduce our third model of 7 variables (includes both food and oil price shocks) where we put 21 restrictions. In this model, again we assume oil price as purely exogenous which is not affected by any other shocks for contemporaneous period. Second, we assume that food price is affected by itself and oil price shock and then these two shocks affect output growth, inflation and so forth. The matrix representation of restrictions in B matrix for our third model is demonstrated below:

$$B\varepsilon = \begin{pmatrix}
  b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} & b_{17} \\
  0 & b_{22} & b_{23} & b_{24} & b_{25} & b_{26} & b_{27} \\
  0 & 0 & b_{33} & b_{34} & b_{35} & b_{36} & b_{37} \\
  0 & 0 & 0 & b_{44} & b_{45} & b_{46} & b_{47} \\
  0 & 0 & 0 & 0 & b_{55} & b_{56} & b_{57} \\
  0 & 0 & 0 & 0 & 0 & b_{66} & b_{67} \\
  0 & 0 & 0 & 0 & 0 & 0 & b_{77}
\end{pmatrix}
\begin{pmatrix}
  \varepsilon_{\text{spi}} \\
  \varepsilon_{\text{ree}} \\
  \varepsilon_{\text{ir}} \\
  \varepsilon_{\text{mf}} \\
  \varepsilon_{\text{eg}} \\
  \varepsilon_{\text{fp}} \\
  \varepsilon_{\text{op}}
\end{pmatrix}$$

6. Empirical results

6.1 Time series properties of data

Table 1 displays results of the Lumsdaine-Papell (LP) and Lee-Strazicich (LS) unit root test results for all the series in logarithmic form including CPI, IP, REER, SPI, ROP and RFP
while lending rate LR is at non-log form. The tests are conducted on the original series only because we assume that breaks (if determined) appear in any series would also be applicable to transformed series, for example, if any break date is found in CPI it would be the same for inflation, growth rate CPI. Table 1 shows that none of the Australian macroeconomic variables show any structural break over the period 1980-2010. All series are found to be nonstationary with the only exception of interest rate series without any break. Consumer price index series for New Zealand is found to be stationary at 5 percent level of significance and LS test identified a trend break at the third quarter of 1989. All other series for New Zealand are nonstationary without any break over 1980-2010 periods. All of the Korean macroeconomic series are found to be nonstationary identified by both LP and LS tests. While no breaks are identified in any of the series, in CPI an intercept break has been detected at fourth quarter of 1997 by LS test. In the case of Singapore, as per the results of LP test, industrial production index and interest rate series are stationary without break while all other series are nonstationary without any break. According to LS test, consumer price index and interest rate series are stationary while LP test results show all series are nonstationary. Real effective exchange rate is found to be nonstationary with break at the fourth quarter of 2001 by LS test. While LP test results show all the Taiwanese series are nonstationary without any break, LS test results reveal that IP and SPI are stationary with break at first quarter of 2009 and second quarter of 2008 respectively. ROP and RFP are found to be stationary without any break. In addition, LS test also identified that REER is nonstationary with a break at the second quarter of 2008. The Indian macroeconomic series are found to be nonstationary without any break by LP test except real effective exchange rate. Real effective exchange rate is found to be stationary with two breaks at third quarter of 1998 and fourth quarter of 2004. LP test results show that IP, REER and LR series are stationary without any break while all other series are nonstationary. Thai real effective exchange rate is found stationary with break at the first quarter of 1997 by LP test while all other series are nonstationaly. LS test results indicate that CPI and RFP are stationary while all other series are nonstationary without any break.

As discussed above, macroeconomic series of Australia and Singapore have no structural breaks while few series of other countries show structural breaks. Excepting Taiwan, in the case of the rest of the countries one series is found to have structural break. Since both LP and LS tests do not indicate breaks commonly and except one series other series are free of break we estimate models with full sample of data for these countries. As three series of
Taiwan are found with break during the second quarter of 2008 we intended to estimate model for Taiwan for the sample until the first quarter of 2008. However, because of the unavailability enough observations we cannot split samples into two and thus we estimate full sample in the case of Taiwan as well.

According to Table 1, IR series for Australia; CPI and ROP for New Zealand; IP and IR for Singapore; CPI and IR for Hong Kong; IP, SPI, ROP and RFp for Taiwan; IP, REER and IR for India; and REER and RFp for Thailand are stationary at level.

**Table 1 Unit root test using structural break**

<table>
<thead>
<tr>
<th>Country</th>
<th>Lumsdaine-Papell Unit Root Test</th>
<th>Lee-Strazichic Unit Root Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Series TBI T2B Y-t-d D_t DT_t D_t D_t D_t D_t D_t D_t</td>
<td>TBI T2B S-t-d D_t DT_t D_t D_t D_t D_t</td>
</tr>
<tr>
<td>AUS</td>
<td>CPI 1989:1 0.198 (5.299) 0.002 (0.088)</td>
<td>0.009 (0.077) 0.222 (0.283) 0.009 (0.077)</td>
</tr>
<tr>
<td></td>
<td>IP 1997:2 0.497 (10.06)</td>
<td>0.001 (0.032) 0.000 (0.032) 0.000 (0.032)</td>
</tr>
<tr>
<td></td>
<td>REER 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>IR 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>SPI 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>ROP 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>RFp 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td>NZ</td>
<td>CPI 1988:1 0.197 (5.299) 0.002 (0.088)</td>
<td>0.009 (0.077) 0.222 (0.283) 0.009 (0.077)</td>
</tr>
<tr>
<td></td>
<td>MP 1989:1 0.497 (10.06)</td>
<td>0.001 (0.032) 0.000 (0.032) 0.000 (0.032)</td>
</tr>
<tr>
<td></td>
<td>REER 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>IR 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>SPI 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>ROP 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>RFp 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td>KOR</td>
<td>CPI 1989:1 0.197 (5.299) 0.002 (0.088)</td>
<td>0.009 (0.077) 0.222 (0.283) 0.009 (0.077)</td>
</tr>
<tr>
<td></td>
<td>IP 1997:2 0.497 (10.06)</td>
<td>0.001 (0.032) 0.000 (0.032) 0.000 (0.032)</td>
</tr>
<tr>
<td></td>
<td>REER 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>IR 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>SPI 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>ROP 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>RFp 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td>SIN</td>
<td>CPI 1993:1 0.116 (3.176) 0.002 (0.088)</td>
<td>0.004 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>IP 1997:2 0.497 (10.06)</td>
<td>0.001 (0.032) 0.000 (0.032) 0.000 (0.032)</td>
</tr>
<tr>
<td></td>
<td>REER 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>IR 1998:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>SPI 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>ROP 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
<tr>
<td></td>
<td>RFp 1999:3 0.331 (3.022)</td>
<td>0.006 (0.024) 0.004 (0.024) 0.004 (0.024)</td>
</tr>
</tbody>
</table>
Next, we employ conventional unit root tests to determine the order of integration for the nonstationary series along with some transformed series of IP, CPI, OP and FP for all countries. Table 2 presents results of unit root tests conducted by augmented Dickey-Fuller.
(ADF) and Phillips-Perron (PP) unit root test. Unit root tests reveal that the evidence of stationarity for level series is mixed while all transformed series are stationary at level. It can be noted that for Australia all series are nonstationary at level while they are stationary at first difference. IR and REER series for New Zealand and Korea are found to be stationary at level while all other series are stationary at first difference. Almost all the series for all other countries are found stationary at their first differences.

Having established the order of integration we proceed for the VAR estimation procedure particularly SVAR. As discussed in the methodology section, we do not go for cointegration because we have found the mixed evidence of I (0) and I (1) order among the series.

Table 2 Results of unit root tests

<table>
<thead>
<tr>
<th></th>
<th>AUS</th>
<th>NZ</th>
<th>KOR</th>
<th>SIN</th>
<th>HK</th>
<th>TWN</th>
<th>IN</th>
<th>TH</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(1)*</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(1)</td>
<td>I(0)</td>
</tr>
<tr>
<td>INF</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>SPI</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(1)</td>
<td>I(1)</td>
</tr>
<tr>
<td>IR</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>REER</td>
<td>I(1)</td>
<td>I(0)*</td>
<td>I(0)*</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>IP</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(1)</td>
</tr>
<tr>
<td>EG</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>REP</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>NOFI</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>FP+</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>FP-</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>SOFI</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>LROP</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(1)</td>
<td>I(1)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>OP+</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>OP-</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>NOPI</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
<tr>
<td>SOPI</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
<td>I(0)</td>
</tr>
</tbody>
</table>

Note: Unit root tests have been performed by both ADF (Augmented Dickey-Fuller) and PP (Phillips-Perron) methods. I(1) implies that the series is nonstationary at level, however, stationary at first differences which is confirmed by both ADF and PP test. Bold I(0) indicates series are stationary at level either in LP or LS test. Bold I(0)* indicates series is stationary at level. I(0)* indicates that the series is level stationary at ADF test while it is nonstationary at PP test. I(1)* means the series is level nonstationary at ADF while in PP it is stationary.

Now we turn to estimate the VAR models. We estimate models with different specifications of oil and food prices. For the brevity purpose we do not report all results. We identify the relative performance of models based on the lowest information criteria. Both AIC and SC criteria as shown in Table 3 indicate that models with NOPI as proxy for oil price and NOFI as proxy for food prices perform better than models that include other specifications. Therefore we report results of SVAR models only with NOPI and NOFI specifications.
### Table 3: Relative performance of models

<table>
<thead>
<tr>
<th>Country</th>
<th>Models with CPI and IP at levels</th>
<th>Models with CPI and IP in growth rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Models</td>
<td>AIC</td>
</tr>
<tr>
<td></td>
<td>ROP</td>
<td>(FPR)</td>
</tr>
<tr>
<td>Australia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-19.01105</td>
<td>(-20.54233)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-18.2487</td>
<td>(-19.55616)</td>
</tr>
<tr>
<td>ROP+</td>
<td>-9.170613</td>
<td>(-8.481282)</td>
</tr>
<tr>
<td>ROP-</td>
<td>-7.99730</td>
<td>(-8.00280)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-18.25956</td>
<td>(-13.09202)</td>
</tr>
<tr>
<td>SOFI</td>
<td>-13.154162</td>
<td>(-13.16695)</td>
</tr>
<tr>
<td>New Zealand</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-18.96624</td>
<td>(-20.72100)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-8.903014</td>
<td>(-9.714522)</td>
</tr>
<tr>
<td>ROP+</td>
<td>-7.818844</td>
<td>(-9.07888)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-13.94162</td>
<td>(-13.16695)</td>
</tr>
<tr>
<td>SOFI</td>
<td>-13.35477</td>
<td>(-14.87795)</td>
</tr>
<tr>
<td>Korea</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-20.39027</td>
<td>(-22.57345)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-15.30315</td>
<td>(-16.81988)</td>
</tr>
<tr>
<td>ROP+</td>
<td>7.96795</td>
<td>(7.149424)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-9.108107</td>
<td>(7.671566)</td>
</tr>
<tr>
<td>SOFI</td>
<td>-9.933106</td>
<td>(-10.67466)</td>
</tr>
<tr>
<td>Singapore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-18.54292</td>
<td>(-20.63708)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-20.39027</td>
<td>(-22.57345)</td>
</tr>
<tr>
<td>ROP+</td>
<td>-9.041827</td>
<td>(-10.78621)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-14.76252</td>
<td>(-14.66159)</td>
</tr>
<tr>
<td>SOFI</td>
<td>-15.30315</td>
<td>(-16.81988)</td>
</tr>
<tr>
<td>Hong Kong</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-16.33509</td>
<td>(-17.90041)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-15.30315</td>
<td>(-16.81988)</td>
</tr>
<tr>
<td>ROP+</td>
<td>-2.782997</td>
<td>(-4.120968)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-11.52261</td>
<td>(-3.407123)</td>
</tr>
<tr>
<td>Taiwan</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-27.79412</td>
<td>(-28.06732)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>-29.41465</td>
<td>(-26.61112)</td>
</tr>
<tr>
<td>ROP+</td>
<td>-11.97108</td>
<td>(-11.94312)</td>
</tr>
<tr>
<td>ROP-</td>
<td>-10.92641</td>
<td>(-11.23243)</td>
</tr>
<tr>
<td>SOPI</td>
<td>-23.55938</td>
<td>(-21.76674)</td>
</tr>
<tr>
<td>SOFI</td>
<td>-12.77136</td>
<td>(-14.43708)</td>
</tr>
<tr>
<td>India</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOPI4</td>
<td>-14.13250</td>
<td>(-15.82010)</td>
</tr>
<tr>
<td>NOFI4</td>
<td>2.730818</td>
<td>(1.561440)</td>
</tr>
<tr>
<td>ROP+</td>
<td>4.174567</td>
<td>(2.260601)</td>
</tr>
<tr>
<td>ROP-</td>
<td>-8.57405</td>
<td>(-8.892300)</td>
</tr>
</tbody>
</table>
6.2 Granger causality tests

Table 4 reports results for Granger causality tests for each of the variables. As can be seen, Australian and New Zealand’s selected macroeconomic variables show similar response to oil and food price shocks. Only real effective exchange rates are found to be Granger caused by net oil and food price increase while no evidence of Granger causality can be observed for other variables. In the case of Korea, excepting stock price indices, Granger causality can be found for all other variables from both oil and food price increase. Singapore is the only country where tests fail to show any evidence of Granger causality from oil and food price increase to any of the variables. Low evidence of causality can be viewed for Hong Kong and Thailand as well. Unidirectional causality is found form oil price to interest rate and from food price to stock price indices, real effective exchange rate. Marginal evidence of significance. However, evidence from food price is statistically significant only for real effective exchange rate. Singapore is the only country where tests fail to show any evidence of Granger causality from oil and food price increase to any of the variables. In Taiwan, unidirectional causalities from oil price to all other variables are found to be statistically significant at least at 5 percent level of significance. However, evidence from food price is statistically significant only for real effective exchange rate. Marginal evidence of causality from oil and food price shocks are also evident for some of the India’s macroeconomic variables. Unidirectional causality from oil price to interest rate and from food price to stock price indices, real effective exchange rate and industrial growth are statistically significant at 10 percent level of significance.

Table 4 Results of Granger causality/block exogeneity Wald tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>AUS</th>
<th>NZ</th>
<th>NOPI</th>
<th>KOR</th>
<th>SIN</th>
<th>HK</th>
<th>TWN</th>
<th>IN</th>
<th>TH</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPI</td>
<td>0.49</td>
<td>1.11</td>
<td>2.27</td>
<td>0.06</td>
<td>1.70</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>REER</td>
<td>9.28</td>
<td>3.09</td>
<td>5.02</td>
<td>18.82</td>
<td>33.42</td>
<td>89.59</td>
<td>1.82</td>
<td>0.04</td>
<td>0.00</td>
</tr>
<tr>
<td>IR</td>
<td>0.30</td>
<td>0.02</td>
<td>0.04</td>
<td>0.00</td>
<td>25.23</td>
<td>80.35</td>
<td>0.07</td>
<td>0.83</td>
<td>0.58</td>
</tr>
<tr>
<td>INF</td>
<td>0.11</td>
<td>0.09</td>
<td>1.91</td>
<td>0.83</td>
<td>9.36</td>
<td>21.90</td>
<td>0.19</td>
<td>0.09</td>
<td>0.86</td>
</tr>
<tr>
<td>EG</td>
<td>0.00</td>
<td>0.07</td>
<td>0.79</td>
<td>0.68</td>
<td>3.87</td>
<td>11.57</td>
<td>0.05</td>
<td>0.74</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Note: entries are chi-square test statistics at degrees of freedom of 1 in all cases except Taiwan. Degree of freedom for Taiwan is 2. Lag length are selected by SC criteria. Values in parentheses are p-values.

a, b, c indicate significance at 1%, 5% and 10% level.
6.3 Impulse response analysis

Figure 2 displays responses of Australia’s macroeconomic variables to oil and food price shocks. Although most of the impulse response functions shown in Figure 3 are not statistically significant the signs of the responses in most cases are consistent to the theory. As can be viewed, the stock price indices and the real effective exchange rate respond negatively with one standard deviation (S.D.) innovation in net oil and food price increase while interest rate and inflation respond positively. The growth of industrial production responds negatively with food prices while the response with oil price is positive. Following the oil price shock, stock price decreases and it takes around 7 quarters to ease off. Real exchange rates react highly to both oil and food price shocks and do not reach to zero level even after 15 periods. Interest rate increases by 9 percent following the food price shock while it increases by approximately 13 percent for oil price shock and reaches to zero level after around 2 and 7 quarters respectively. Effects of shocks to inflation and industrial growth are rather short-lived. Positive response of inflation dies out in 3 quarters while it takes only 2 quarters for industrial growth rate (negative to food and positive to oil price shocks).

Figure 2 Impulse responses of Australia macroeconomic variables to NOFI and NOPI

---

3 We estimated 3 models for every country as stated in the methodology section but we report results for only third model which includes both oil and food prices because all models produce qualitatively similar results. However, results of other two models are available from authors upon request.
The responses of economic variables of New Zealand to the oil and food price shocks are presented in Figure 3. All the variables respond, consistent with underlying theories, to oil and food price shocks. Stock prices, real effective exchange rates and industrial growth decrease with one S.D. shock from oil or food price while interest rate and inflation respond positively. Due to the shock in food prices stock prices decrease about 2 percent at the first quarter and after a slight improvement in the second quarter it remains negative until after 4 years. Although stock prices due to one standard deviation oil price shock do not decrease at the first quarter it keeps falling until fifth quarter up to 5 percent and then keeps negative even after 4 years period. Real effective exchange rate reacts negatively, about 1 percent, at the first quarter in response to both food and oil price shocks and then keep falling until 2 percent and then gradually improves over the 15 periods. Interest rates react distinctly to food and oil price shocks. Due to one S.D. innovation in food prices interest rate increases by 4 percent and then dies out quickly in 5 quarters while due to oil price shock the rate increases by 9 percent and takes about 3 years to die out. Similarly, shocks of food and oil prices have different impacts to inflation. Due to food price shock inflation increase by 4 per cent at the first quarter and then dies out in 5 quarters while the rate of increase due to oil price is 8% at the first quarter and goes up to 12 percent and persists up to 2 years. Food and oil prices pose similar impacts on the industrial growth rates. Following food and oil price shocks industrial growth rates fall by around 3 percent and die out quickly in 5/6 quarters.
Figure 3 Impulse responses of New Zealand macroeconomic variables to NOFI and NOPI

Figure 4 exhibits responses of Korean macroeconomic variables to one standard deviation of food and oil price shocks. As can be seen, consistent with theories, oil and food price shocks adversely affect the major macroeconomic variables. Most of the impulse response functions are statistically significant. The stock prices respond negatively to both food and oil price shock. The magnitude and the persistency of shocks are almost the same. Shocks to the stock prices persist around 2.5 years. Both oil and food price shocks negatively affect real effective exchange rate. Because of one standard deviation shock exchange rate depreciates around 2 percent at the first quarter and then deteriorates up to 4 percent and takes more than 4 years to go back to equilibrium level. Interest rate reacts more than any other variables. Due to food price shock at the first quarter interest rate increases by 11 percent and goes up to 41 percent at the second period and then dies out in 2 years. For oil price shock the interest rate
increases by 3 percent at the first quarter and then goes up to 29 percent in second quarter. The shock persists around 1.5 years. Inflation rate reacts a slight differently to food and oil price shocks. Due to the food price shock, inflation increases by 7 percent in the first quarter and then goes up to 26 percent in the second quarter, however, the effect of shocks dies out only after 3 quarters. On the other hand, inflation goes down by 9 percent following the oil price shocks and goes up immediately in the second quarter and keeps going up 22 percent. The effect of shocks dies out very quickly (only in 3 quarters). Similar effects as of inflation can be observed in the case industrial growth. Due to food price shock, industrial production falls by 3 percent in the first quarter and then goes below to 12 percent at the second quarter while the effects diminishes at the end of 3 quarters. In the case of oil price shock, the industrial production growth starts falling from 6 percent and goes as below as 12 percent in 1 quarter, however, the effects of shock persist just up to 9 months.

Figure 4 Impulse responses of Korean macroeconomic variables to NOFI and NOPI
Figure 5 shows the impulse responses of Singaporean economic variables to the shocks of world food and oil prices. Although the patterns of the response functions are consistent with economic theories the magnitudes of impacts are very insignificant or marginal. As can be noted, the stock prices and real exchange rates respond negatively to the food and oil price shock but the magnitude of the effects are close to zero. Interest rates starts increasing following the food price shock and goes up to 3 percent and then diminishes gradually while due to oil price shocks, the rate increases by 4 percent and then starts declining. Following the food price shock, inflation goes up by around 4 percent and then declines gradually while for oil price shock the rate of inflation starts increasing and goes up to 2 percent during second quarter and then dies out at the end of third quarter. Industrial production growth starts declining following the food price shocks and goes as below as 9 percent but also very short-lived and the effects of oil price shock to industrial production is unclear.

Figure 5 Impulse responses of Singapore macroeconomic variables to NOFI and NOPI
Figure 6 depicts the responses of Hong Kong economic variables to net food and oil price shocks. Hong Kong variables show some interesting results which somehow contradict with theories, for example, stock prices respond positively with both oil and food price shocks, interest rate drops following the food price shocks and the growth of industrial production rises following the oil price shock while it falls rapidly and dies out in second quarter. However, theoretically consistent results are available for real effective exchange rate, inflation and partly for interest rate and industrial production growth. The real effective exchange rate depreciates following both food and oil price shocks and the effects of shocks due to food prices last longer than oil price shocks. The rate of interest increases about 5 percent following the oil price shocks and goes up to 18 percent and then diminishes gradually at 12th quarter. The inflation rate goes up following one time shock of both food and oil prices; however, the persistency is higher in the case of food price shock. The industrial production goes down following the food price shocks but it recovers very quickly. Overall, the impact of food and oil price shocks to Hong Kong economy is mild.

Figure 6 Impulse responses of Hong Kong macroeconomic variables to NOFI and NOPI
Figure 7 portrays responses of Taiwan macroeconomic variables to the structural one S.D. shock of external food and oil prices. Almost all the variables show theoretically consistent response to the food and oil price shocks. The responses are also statistically significant in most cases. The stock prices keep dropping until around 7 percent due to food price and 10 percent due to oil price shocks and the die out at around 7 periods. The real effective exchange rate drops mildly with the food and oil price shocks and recovers very quickly. The interest rate increases by 3 percent following food price shocks and sustains until the fourth quarter while it does not show any immediate response to oil price shock, however, after second quarter it increases by 5 percent and remains until the fourth quarter. The inflation rate starts increasing from -20 percent following the food price shock and goes up to 20 percent at the end of third quarter and then diminishes quickly though this is not statistically significant. And due to oil price shock it starts increasing from zero level and goes up to 20 percent and remains that high until disappears in fourth quarters. The industrial production growth shows the highest negative impact among all other variables. It decreases sharply following food and oil prices shocks and stays negative more than ten quarters.

Figure 7 Impulse responses of Taiwan macroeconomic variables to NOFI and NOPI
Figure 8 represents impulse responses of Indian macroeconomic variables to one standard deviation structural shocks to external food and oil prices. As can be seen in Figure 9, although in many cases the responses are not statistically significant the signs of responses are theoretically consistent in most cases. Food price shocks show negative impacts on stock prices, real effective exchange rate and industrial production growth and positive impacts on interest rate and inflation. Effects of shocks to stock prices, real effective exchange rates and inflation are mild while substantial effects can be observed in the case of interest rate and industrial production growth. On the other hand, oil price shocks pose positive impacts to stock prices and interest rate and negative effects to inflation and industrial growth leaving unclear impacts on real effective exchange rate. Due to both the shocks persistent effects can be observed in the case of real effective exchange rate and interest rates. Although real effective exchange rate is stationary the effects of shocks do not reach to back to equilibrium even after fifteen quarters.

Figure 8 Impulse responses of Indian macroeconomic variables to NOFI and NOPI
Figure 9 illustrates the impulse responses of selected Thai macroeconomic variables to the structural one standard deviation shocks of food and oil prices. The effects of food and oil price shocks are found to be statistically significant in most cases and are also statistically significant. The stock prices respond positively with food price shock at the first quarter but quickly after second quarter it starts declining and remains negative for a long period of time while due to oil price shock it drops about 5 percent and remains negative until 11th quarters. The real effective exchange rates fall by 2 percent following the food and oil price shocks and the effects of shocks diminish in around 4 years. The interest rate is found to be more sensitive to the food price shock. It increases more than 20 percent following the shock and stays for a longer period. However, the effect of shocks due to oil price is rather short-lived and the magnitudes are also lower (about 8 percent). Both food and oil price shocks put forth inflation to up although the effects is shorter due to oil price shock. The industrial production responds negatively following the food and oil price shocks. The effects of oil price shock persist longer than the food price shock.
6.4 Forecast error variance decomposition (FEVD) analysis

Table 4 shows forecast error variance decompositions for different variables in response to the oil and food price shocks for the 1, 5, 10 and 15 quarters. Variance decompositions results are in general supported by impulse response analysis. The stock price indices in Australia and Singapore are found to be almost zero responsive to the food and oil price shocks. The variation in New Zealand stock prices due to oil price shock at first quarter is only 0.14 percent while it is 2.42 percent for food price shocks. The effects of shocks gradually increase and at the end of fifteen quarters oil price and food prices explain 13.15 and 4.70 percents of variation in stock prices respectively. In the case of Korean stock prices, the proportion of forecast error variance due to oil price is 6.25 percent in the first period while it is 4.22 percent for food price shocks. The proportion increases up to 11.57 percent in the 5th
quarter for oil prices and then declines gradually and for food prices it decrease after the first quarter. The oil price shock contributes 7.50 percent variation to Hong Kong stock prices at the first period and then gradually declines while the contribution of food price shock is only 0.64 percent at the first period and reaches up to 6.80 percent at the end of fifteen quarters. In Taiwan, the contribution of oil price shocks to stock prices is only 0.03 percent at the first period while contribution of food price shock is 7.78 percent. The proportions increase until 5th quarter (44.76 percent) for oil prices and until 10th quarter (19.60 percent) for food prices. The contribution of oil price shock to Indian stock prices is marginal, only 1.87 percent at the first period and then declines gradually. And the contribution of food prices starts from 1.48 percent at the first quarter and increases up to 17 percent at the end of 15 quarters. Oil price shocks have substantial contribution to the variation of stock prices in Thailand while the contribution of food price shock is marginal at the first period. However, at the end of 15 quarters the contributions of both the price shocks are more than 10 percent.

The oil and food price shocks substantially contribute to the variation of real effective exchange rate in each country excepting Singapore. Although the contribution of oil price shock to Australian exchange rate is 0.07 percent at the first quarter it increases substantially during subsequent periods reaching highest as 15 percent at 15th quarter. Food price shock contributes to the variation of Australian exchange rate by 7.64 percent at the first quarter; reaches up to 11.21 percent at the 5th quarter and then decreases gradually. The oil and food price shocks explain 3.87 and 8.96 percents of the variation of New Zealand real effective exchange rate at the first quarter of the shock and then proportions increase gradually up to 10th quarter before starts falling. The shares of oil and food price shocks to the variation of Korean real effective exchange rate are 9.42 and 6.82 percents respectively at the first period and then keep rising. In Hong Kong, in the variation of real exchange rate the oil price shocks have marginal contribution (0.73 percent); however, the contribution of food price shock is noticeable (16.68 percent) at the first quarter. The ratio of oil and food price shocks in the variation of Taiwanese real effective exchange rate are 4.81 and 11.82 percents respectively at the first quarter while these keep rising until the 10th quarter. Although oil price shock has almost zero percentage share to the variation of Indian real effective exchange rate, the contribution of food prices are not ignorable. The contribution of food price shocks is 0.22 percent following the shock while it increases up to 10.32 percent at the end of 15 quarter. The oil and food price shocks contribute 23.48 and 19.48 percents to the variation of Thai
real effective exchange rate respectively at the first period keep substantial contributions at the subsequent periods.

Interest rates in Australia and Singapore are found to be insignificantly responsive to the oil and food price shocks. The variation in interest rate due to oil and food price shocks is less than 1 percent in both cases even after 15 quarters. The contribution of oil and food prices to the variation of interest rates is observed to be higher in Korea, Taiwan and Thailand ranging from more than 5 percent to 28 percent at 15th quarter. The contribution of food price shocks as proportion to the variation in interest rate in New Zealand, Hong Kong and India seem to be lower than the contribution of oil price shocks.

The variance decompositions for inflation show that in the variation of the Singaporean and Indian inflation rates the contribution of oil and food price shocks are negligible (around 1 percent). In Australia the contribution of oil price shock to the variation of inflation is 4.35 percent following the shock at the first quarter and then diminish gradually while contribution of food price shocks seem to be insubstantial. The New Zealand inflation varies 2.34 and 0.54 percents due to oil and food price shocks respectively at the first quarter and then the effects keep increasing until the 15th quarter. The role of oil and food price shocks to the variation of Korean inflation is 1.43 and 0.89 percents respectively at the first quarter while the proportions increase in subsequent quarters. Although the contribution of oil and food prices to the variation of Hong Kong inflation is less than 1 percent at the first quarter the proportions increase more up to more than 3 percent at the 15th quarter. The Taiwan inflation seems to be most sensitive to both oil and food price shocks. The contribution of oil and food prices is 18.33 and 14.97 percents respectively during the 15th quarter. The variation of Thai inflation is found to be highly explained by oil and food price shocks at the first quarter (11.58 and 4.79 percents) and the proportions go up to more than 12 percent at the 15th quarter.

In terms of the industrial production growth, the contribution of oil and food price shock is mild for Australia, New Zealand, Singapore and India. Like many other variables, the role of oil and food price shocks to the variation of industrial growth can be observed for Korea, Hong Kong, Taiwan, and Thailand. Although the proportions of oil and food price shocks in the variability of industrial growth for Korea and Thailand are low at the first quarter, they increase in the subsequent quarters while significant contributions are viewed in Hong Kong and Taiwan following the shock in the first quarter.
Table 5 Forecast error variance decompositions

<table>
<thead>
<tr>
<th>Variables</th>
<th>Horizon</th>
<th>AUS</th>
<th>NZ</th>
<th>KOR</th>
<th>SIN</th>
<th>HK</th>
<th>TWN</th>
<th>IN</th>
<th>TH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
<td>NOPI</td>
</tr>
<tr>
<td>SPI</td>
<td>1</td>
<td>0.01</td>
<td>1.19</td>
<td>0.14</td>
<td>2.42</td>
<td>6.25</td>
<td>4.22</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.60</td>
<td>1.69</td>
<td>7.43</td>
<td>3.29</td>
<td>11.57</td>
<td>3.75</td>
<td>0.04</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.45</td>
<td>0.99</td>
<td>11.82</td>
<td>4.65</td>
<td>8.46</td>
<td>2.64</td>
<td>0.05</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.99</td>
<td>0.88</td>
<td>13.15</td>
<td>4.70</td>
<td>6.69</td>
<td>2.65</td>
<td>0.07</td>
<td>0.86</td>
</tr>
<tr>
<td>REER</td>
<td>1</td>
<td>0.07</td>
<td>7.64</td>
<td>1.87</td>
<td>8.96</td>
<td>9.42</td>
<td>6.82</td>
<td>0.00</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>11.22</td>
<td>11.21</td>
<td>15.35</td>
<td>29.61</td>
<td>33.63</td>
<td>28.35</td>
<td>0.92</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>13.91</td>
<td>10.58</td>
<td>15.68</td>
<td>29.76</td>
<td>34.55</td>
<td>29.49</td>
<td>0.71</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>14.60</td>
<td>10.34</td>
<td>15.77</td>
<td>29.16</td>
<td>34.82</td>
<td>29.98</td>
<td>0.56</td>
<td>1.09</td>
</tr>
<tr>
<td>IR</td>
<td>1</td>
<td>0.93</td>
<td>0.36</td>
<td>2.42</td>
<td>0.08</td>
<td>0.36</td>
<td>5.06</td>
<td>0.93</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.60</td>
<td>0.08</td>
<td>3.24</td>
<td>0.06</td>
<td>10.88</td>
<td>28.11</td>
<td>0.41</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.48</td>
<td>0.21</td>
<td>2.39</td>
<td>0.69</td>
<td>8.86</td>
<td>17.94</td>
<td>0.35</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>0.86</td>
<td>0.48</td>
<td>2.07</td>
<td>1.63</td>
<td>12.93</td>
<td>15.33</td>
<td>0.36</td>
<td>0.33</td>
</tr>
<tr>
<td>INF</td>
<td>1</td>
<td>4.35</td>
<td>0.17</td>
<td>2.34</td>
<td>0.54</td>
<td>1.43</td>
<td>0.89</td>
<td>0.27</td>
<td>1.01</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.79</td>
<td>0.35</td>
<td>7.35</td>
<td>1.45</td>
<td>8.35</td>
<td>9.90</td>
<td>0.69</td>
<td>1.23</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>3.66</td>
<td>0.59</td>
<td>7.07</td>
<td>1.50</td>
<td>9.66</td>
<td>10.46</td>
<td>0.70</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>3.69</td>
<td>0.46</td>
<td>6.98</td>
<td>1.69</td>
<td>10.51</td>
<td>10.95</td>
<td>0.69</td>
<td>1.11</td>
</tr>
<tr>
<td>EG</td>
<td>1</td>
<td>1.73</td>
<td>0.94</td>
<td>0.20</td>
<td>0.70</td>
<td>1.43</td>
<td>0.31</td>
<td>0.18</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.69</td>
<td>1.09</td>
<td>1.72</td>
<td>1.41</td>
<td>6.32</td>
<td>4.73</td>
<td>0.25</td>
<td>2.35</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.69</td>
<td>1.09</td>
<td>1.72</td>
<td>1.47</td>
<td>6.40</td>
<td>4.76</td>
<td>0.25</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>1.69</td>
<td>1.09</td>
<td>1.82</td>
<td>1.63</td>
<td>6.45</td>
<td>4.79</td>
<td>0.25</td>
<td>2.34</td>
</tr>
</tbody>
</table>

7. Discussion, policy implications and limitation

The empirical results of this study reasonably reflect the background characteristics of economies covered by the study. The Australian and New Zealand economies are found less affected by international oil and food price shocks. The channel which found to be significant for these two countries is real effective exchange rate. In both countries the exchange rates depreciate followed by oil and food price shocks. Although Australia and New Zealand have little amount of proven oil reserve, these two countries possess a number of other mineral resources which dominate the energy sector, for example, According to IEA, in 2008 Australia produces 99 percent of electricity by using different fuels including coal as major (76 percent) and only 1 percent electricity comes from oil. In 2008, New Zealand produces 99.97 percent electricity from other sources than oil out of which 75 percent comes from hydro and gas plants. Only 0.03 percent is produced using oil as fuel. The main uses of oil in these countries are for transportation. Industrial production indices do not include transport cost directly and that could be one possible reason that industrial production are found to be not responsive to oil price shocks. The reasons for which industrial production are not affected by oil price shocks are also applicable for stock prices. These alternative mineral resources help Australia to accommodate oil supply shocks. Both of these countries maintain...
inflation targeting monetary policy which could be the reason to accommodate the oil price shock through inflation and interest rate. Because of being net food exporters in the world market Australia and New Zealand economy are not adversely affected by food price shocks. The depreciation of exchange rate following oil and food price shocks should not be taken as adverse for these countries because it may increase the demand for export goods.

The four Asian tiger economies are found to behave mainly in two ways to oil and food price shocks. Korea and Taiwan specialized in manufacturing and information technology are found to be much affected by oil and food price shocks while Singapore and Hong Kong specialized in international financial services are found not affected. Korea being a resource poor country is most vulnerable to oil and food price shocks. Korea is fifth in the top net importers list of oil and third in the list of top consumers as non oil producing countries after Japan and Germany. The findings related to oil price shock on macroeconomic variables of Korea is consistent with Cuñado and Gracia (2003) and Hsieh (2008). Possible interpretation can be as follows. Heavy industries in Korea are also dependent on the electricity generated mostly by imported oil. Because of this dependency on oil, oil price increase badly affects industrial output. When industrial output decreases inflation may rise. Because of the increased money demand for importation of oil the domestic interest rate increases. Korea also needs to import most of the food products which obviously put negative impacts to import bills and thus to the other macroeconomic variables. Taiwan has the similar economic characteristics as of Korea. The reasons why Korean output and other variables are impacted by oil price shocks are also applicable to Taiwan case. However, Taiwan is found to be more accommodative to food price shocks. The major channel through which food price shocks transmit to Taiwan economy is real exchange rate. Since Taiwan does not import much food products the effects of food price shocks are not that severe as oil price is. Singapore and Hong Kong economies are dependent in financial services and financial services are not much dependent on oil like industrial productions. That might be possible reasons that these countries are not much affected by oil price shocks. In Singapore case, selected variables are found not responsive to either oil or food price shocks which is partly consistent with Chang and Wong (2003) and Cuñado and Gracia (2003). Chang and Wong (2003) report that oil price has marginal impact on GDP, CPI and unemployment rate in Singapore. However, Cuñado and Gracia (2003) show that there is no causal relationship between oil price and Singaporean economic growth although they document evidence of causal relationship between oil price and inflation. In Hong Kong oil price shocks found to be transmit through
interest rate channel while other variables are not significantly responsive to the oil price shock which is consistent to Ran et al.(2010). The reason could be the increase of money demand due to excess expenditure on imported oil. In terms of food price shock, exchange rate is found as the channel to be transmitted. Hong Kong lacks of arable land which forced it to import all of its food products needed. Because of this reason there must be pressure on import bills which help Hong Kong dollar to be depreciated.

In Indian case, food prices have dominant impact on the macroeconomic variables than oil prices. The major channel through which oil price shock transmits to Indian economy is interest rate derived from money demand for importing oil. India has proven reserve of oil to meet 25 percent of domestic demands and also has coal and other mineral resources which are used for generating energy in the country. India meets most of its domestic energy demand through its coal reserves. Because of these reasons, manufacturing output is not dependent on the imported oil. This could be one of reasons that Indian industrial productions are not affected by oil price shocks although this findings contradict to Managi and Kumar (2009). However, due to food price hike the labour forces in the industrial sector may demand higher wages and thus demand for labour decreases which decreases output in the industrial sector. Once output decreases the stock price also decreases. However, the situation improves rapidly because of exchange rate depreciation.

Although there is lack of evidence of Granger causality, impulse response and variance decompositions functions in the sense of statistical significance suggest that Thai macroeconomic variables such as stock prices, real effective exchange rates and industrial output are found to be adversely affected by oil price shock which is consistent to Rafiq et al. (2009). On the other hand, real effective exchange rate, interest rate and inflation are found to be adversely affected by food price shocks. Although Thailand uses natural gas mostly for generating energy the demand for oil is also high. Since industrial outputs hampers, the stock prices decrease. Real effective exchange rates are on pressure because of excess import bill due to oil price increase. And because of global food price increase, the demand for Thai food might decrease. The export earning decreases that helps exchange rates to depreciate. As net export falls it may increase inflation. The adverse effect of food prices on inflation in Thailand is consistent to Galesi and Lombardi (2009a). They state that developing countries price levels are much affected by food prices than oil price shocks.

Overall, the empirical results suggest that the resource poor countries specialized in the production of heavy manufacturing industries dependent on oil like Korea are Taiwan are
most vulnerable to oil price shocks. These countries may adopt different conservatory measures and switch to renewable energy sectors to cope with oil price shocks. Countries like Australia and New Zealand which have diverse mineral resources other than oil are better in coping oil price shocks. The only adverse effects these countries get is the depreciation of local currency which, in other words, is good for their export sector. Developed countries which specialized in financial services such as Singapore and Hong Kong are accommodative of oil price shocks. Developing countries specialized both in primary and manufacturing products like India with diverse mineral resources are also not vulnerable to oil price shocks. However, Thailand the case of Thailand is different. Although it possesses huge amount of natural gas its industrial output are affected by oil price shock and also being major exporter food the economy is negatively exposed to external food price shocks. Thailand thus need external shocks accommodative policies along with enhance of using alternative sources of energy.

As mentioned earlier, we use selected macroeconomic and financial variables and interpret results based on the findings in regards to the selected variables. The impact of both oil and food prices could be different if we would have used GDP data instead of industrial production and also would include government or private expenditure data. The results could also be different if terms of trade and trade balance data were used. Therefore, when take the findings for implications this limitation should be taken into consideration. The study can be extended to over identified structural VAR model.

8. Conclusions

The objective of this study was to investigate the effects of world oil and food price shocks to selected macroeconomic variables of Australia, New Zealand, Korea, Singapore, Hong Kong, Taiwan, India, and Thailand. By employing structural vector autoregressive (SVAR) models, the study reveals that resource poor countries that specialize in heavy manufacturing industries like Korea and Taiwan are mostly affected by international oil price shocks. Increase in oil prices reduces the growth of industrial production, real effective exchange rate and stock prices and increases inflation and interest rates in these countries. On the other hand, oil poor nations such as Australia and New Zealand with diverse mineral resources other than oil are not affected much by oil price shocks. The only channel which is affected by price shocks in these two countries is real effective exchange rates. Increase in oil and food prices help depreciating exchange rates in these countries. Countries which are oil poor but specialized in international financial services such as Singapore and Hong Kong are
also not affected by oil price shocks. Developing countries with diverse natural resources with limited reserve of oil e.g., India is negligibly affected by oil price shocks. Indian interest rate show positive response to oil price shocks. In contrast, Thailand being resource rich country other than oil is not accommodative of oil price shocks. Thai stock prices, stock prices and industrial production growth respond negatively to the oil price shocks while oil price increase has positive influence on inflation and interest rate. Industrial outputs of food exporter countries like Australia, New Zealand, and Thailand are not affected by global food price shocks. However, output of India is adversely affected by global food price shocks. Among food importer countries except Korea other countries’ output are also not adversely affected by food price shocks. Increases food prices help depreciation of exchange rates in almost all countries except Singapore. The evidence of effects of food prices on stock prices are almost nil except India. Positive pressure of food prices on inflation and interest rate are found for Korea and Thailand only. The findings suggest that Korea, Taiwan and Thailand may design effective policy measures to cope with oil price shocks. Renewable energy sources could be one of the options for these countries to accommodate oil price shocks. Food reserve increase and enhanced local production can help countries to cope with food price shocks.

REFERENCES


