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The Model Specification Problem from a Probabilistic Reduction Perspective: 
Discussion

George C. Davis

Introduction

Anyone serious about the model specification problem knows that Aris Spanos and
Anya McGuirk (SM) are on the short list of influential econometricians writing on the
subject.  In this latest installment, they have the difficult task of summarizing over fifteen
years of writing on the probabilistic reduction (PR) approach to the problem. Just as it is
difficult to summarize the PR approach in a short paper, it is equally difficult to fully
discuss it in a few pages.

Given the title of the paper, my preconception was that the paper would focus on
providing lucid discussions on two questions: i) what are the identifiable steps in
implementing the PR approach? (ii) what are the advantages and disadvantages of the PR
approach? SM answer these questions within the historical development of the PR
approach.  Here I will focus on how well the PR approach answers these questions.  In
making this assessment it seems unfair to me to judge the approach solely on the limited
space SM were given, so I will draw freely from some other cited references as well. 

Philosophical Foundations and Implementation Steps in the PR approach

For me, the PR approach clearly rests on a tripod of philosophical beliefs about
econometric modeling.  Leg one: The theory-data gap is real and explicitly recognized.
As startling as it may seem, economic theories do not purport to explain or describe
observed data, rather they describe theoretical data (See Haavelmo for a good
discussion).  Because of this gap, the PR approach is one of the few, if not the only
econometric methodology, that explicitly distinguishes between three types of processes
or systems: (i) the actual data generating process (DGP); (ii) the theoretical model that
attempts to approximate the DGP by concentrating on some subset of variables; (iii) the
statistical model that is viewed as a consistent set of probabilistic assumptions relating to
the observable random variables underlying the data chosen (Spanos 1995, p. 209).  Leg
two: specification begins with a joint distribution for the chosen observable variables and
the conditional distribution is derived from the joint distribution.  This is in contrast to the
‘traditional econometric’ approach, which bridges the theory-data gap by assuming a
disturbance term with a certain distribution and then deriving the conditional distribution
by the method of transformations. Leg three: statistical distribution assumptions must be
satisfied before any ‘within model’ hypothesis testing begins.  That is, obtaining an
‘adequate’ statistical model, which summarizes the ‘systematic’ probabilistic aspects of
the data, is the goal.
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The key implementation steps in the PR approach are presented schematically in
figure 1 and here I want to focus on the three most important, which are defined very
concisely elsewhere:

(i) Specification: choosing the appropriate statistical model, in view of the 
information available at the outset.

(ii) Misspecification: testing the assumptions underlying the statistical model.
(iii)Respecification: choosing an alternative statistical model when the original 

model is found to be misspecified [do this until a statistically adequate model 
is found](Spanos 1995 p. 210).

In the specification stage, ‘the information available at the outset’ comes mainly from
economic theory, which suggest a vector of variables Zt.  The researcher begins with
some joint distribution D(Z1, Z2,…, ZT; φ), with φ  being a parameter vector.  The
reduction then seeks to reduce this distribution without loosing relevant systematic
statistical information.  The relevant regularities can be captured by the three broad
categories stated: (D) Distribution; (M) Dependence; and (H) Heterogeneity, so initially
some assumption must be made about these categories.  Following Spanos (1995),
suppose we assume the joint distribution is NIID with ,),y( ttt ′′= XZ then
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and the conditional mean and variance take the form E(yt | Xt = xt) = β0 + β′ xt (linearity)
and Var(yt | Xt = xt) = 21
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xy mm “The model is specified exclusively in terms

of probabilistic assumptions, with the parameters having a purely statistical
interpretation; no theoretical interpretation is given at this point.”(Spanos, 1995 p.212).

Having specified (1), attention turns toward misspecification testing to determine if
the NIID assumptions are satisfied.  As Spanos and McGuirk indicate in the empirical
modeling section, this can be done “using graphical techniques” such as t-plots and
scatter plots and “supplemented with a battery of judiciously chosen misspecification
tests,” such as tests for normality, linearity, homoskedasticity, independence, and
parameter constancy.  These tests are viewed as being based on a Fisher notion of ‘pure
significance testing.’ If the underlying probabilistic assumptions are not satisfied then one
returns to the “joint distribution of the observable variables involved D(Z1, Z2,…, ZT; ψ)
and imposing a different set of reduction assumptions in order to take account of any
systematic information excluded by the original assumptions” (Spanos 1995, p. 214).
This process of respecification and misspecification testing continues until an ‘adequate
statistical model’ is discovered.  Adequate means that the underlying probability
assumptions are satisfied and all the systematic information is accounted for in the model.
Once a statistically adequate model is found, then one can test the theory ‘within’ that
model.
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Advantages, Disadvantages, and Lingering Questions of the PR Approach

For me, the major advantages of the PR approach are two of its philosophical beliefs
about econometric modeling.  First, by emphasizing the theory-data gap, the PR approach
keeps distinct the data generating process, the theoretical model and variables, and the
statistical model and observable variables.  This is much in line with Haavelmo’s original
conception of econometric modeling and, if understood and kept in mind, can save the
modeler from many false and misleading inferences (see Davis 2000 for more
discussion).  Second, if one follows the PR approach, then the underlying statistical
assumptions will have been validated and faulty inferences should not be due to
inappropriate statistical assumptions.

The major disadvantage I see in the PR approach is its lack of specificity in the
implementation steps.  Others I suspect will see this as an advantage but because lack of
specificity is the model selection problem, I consequently do not believe it does much to
ease the model specification problem.  In the specification stage, ‘the information
available at the outset’ comes mainly from economic theory or as Spanos states
elsewhere (1995, p. 209), “The choice of the statistical model is influenced by the theory
in so far as it is required to allow the modeler to consider the theoretical question of
interest in its context.”  I believe this gives most economic theories proper more credit
than they deserve.  Note from equation (1) even if an economic theory proper were to
give a complete specification of X (very unlikely), three other pieces of information are
also needed: (i) the form of the distribution; (ii) the form of the mean conditional function
(assuming normality is not implied); and (iii) the form of the variance. Many, if not most,
economic theories proper say very little about these four components, so these then
amount to auxiliary assumptions to which most economic theories proper are immune.
Consequently, the change of emphasis from the error term to a joint distribution of
observables I believe undermines the initial and important emphasis placed on the theory-
data gap by the PR approach.  It is understandable from a modeling standpoint why one
would want to focus on distributions of observables, but most theories are not theories
about observables, they are theories about unobserved counterfactuals.  Ignoring this fact
and focusing on the joint distribution of observables tends to provide a false sense of
inferential security.  Let me hasten to add however that I do not view this as an
econometric problem but an economic theory problem.  More on this later.

I applaud the misspecification step as it seems good scientific practice to try to test all
underlying assumptions, but I am not convinced it is as easy as SM make it seem. I am
very skeptical of looking at plots for modeling for two reasons: (i) As has been well
established by psychologists, interpreting pictures is heavily theory laden and subject to
numerous interpretations; (ii) and related to (i), plots can at best represent 3 dimensions
simultaneously, and if the problem of the model is due to some higher dimensional
causes, then mapping k > 3 dimensions into 2 or 3 dimensions can be misleading as well.
It is for this reason I think more of the burden should placed on formal tests but then this
raises other obvious questions: How many tests must be passed before the specification is
deemed adequate? 50%? 75%? 95%? Why?  Would not a joint test be more likely to
reject the null?  Of course, decision ease may be inversely proportional to the number of
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misspecification tests.  I get the impression that most of these misspecification tests
(secondary tests) are being conducted in order to validate small sample statistics used for
other primary tests (economic hypotheses) but if the secondary tests are themselves
asymptotic or based on other unsubstantiated assumptions why should we believe these
tests over an asymptotic argument for the primary tests? 

The respecification step is perhaps the most controversial.  The most obvious
criticism here is that of ‘pre-test bias’, which is not even mentioned here but has been
addressed elsewhere: “[W]hen one distinguishes between the statistical and theoretical
models, and the former is interpreted as an adequate summary of the ‘probabilistic
information’ in the data, the ‘pre-test’ bias problems does not arise.  This is because the
probabilistic information in the data is invariant to how long one looks at the data or how
many regressions one estimates.” (Spanos 1995, p. 196).  I am not sure how this answers
the technical pre-test bias problem but my pre-test concern is somewhat more general.
Analogous to the theory underdetermination problem discussed in the philosophy of
science literature there is a statistical model underdetermination problem: multiple
statistical models can explain a single data set.  So where SM may see an ARCH or
STAR type model, someone else may see omitted distributional effects (see e.g., Buse).
For this reason I do not believe that ‘the probabilistic information’ is invariant to how
long one looks at the data.  In fact, in talking about misspecification testing Spanos (1998
p. 126) makes a similar point, “... there is usually no unique way (emphasis added) to
specify the negation of the null hypothesis: non-normality, non-independence and t-
variance can take numerous forms (emphasis added).” This then leads to the next
question. How does one decide between equally adequate statistical models?  This issue
is not addressed, but it is a shortcoming of the PR approach.

I believe more fundamental than the pre-test problem is the relationship between the
economic theory proper, initial statistical specification, the respecified model, and the
final statistically adequate model.  Based on the earlier discussion of the specification
stage, the initial data Zt seems to be fixed according to the economic theory.  Yet in
respecifying the statistical model in hopes of obtaining ‘a statistically adequate model’
often it seems the approach is to add variables in order to first help satisfy the statistical
assumptions and second account for all the ‘systematic information’ in the data and
second.

On the first count, strictly speaking if the data in the specification stage is truly fixed
by the theory then should not one search for the distribution that fits the data rather than
the data, the expanded data which means the data is not fixed, that fits the distribution?  It
seems clear from the applications of the PR approach I have seen that practitioners do not
really take the data as fixed in the specification stage, though a strict interpretation of the
PR approach would.  Most of the applications of the PR approach I have seen have been
in a time series context and violations of distributional assumptions are usually addressed
by adding lagged variables.  Now the argument for this appears to be in the PR approach
that the statistical model is designed to account for all the ‘systematic information’ in the
data. However, I know of no theory that claims to explain or capture all of the systematic
information in some variables, rather there is always an explicit or explicit ceteris paribus
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phrase attached.  The notion of requiring a statistical model to explain all systematic
variation is I believe an auxiliary experimental design assumption (borrowing
Haavelmo’s terminology) that is not implied by the economic theory proper. Perhaps this
notion of systematic variation is a way for accounting for the ceteris paribus clause by
controlling for other items but this is not clear.  If this is the purpose of adding the other
variables, as is stated in other econometric methodologies, that is fine, but this then opens
up the thorny question of how should the additional variables and their parameter
estimates be interpreted?  Are all variables then placed on equal footing with respect to
their interpretation and inference?  This would seem odd as strictly speaking the theory
was silent on some and not silent on others.  Some criterion or discussion of this
distinction is needed and it has been made elsewhere.  For example Pratt and Schlaifer
have written on the distinction that is to be made in statistical models between factors and
concomitants.  They lay out conditions under which statistical laws can be established
when concomitants are involved.  To me the lack of a distinguishing factors from
concomitants and the implications is a deficiency in the PR approach that could likely be
easily overcome by just following the lead of Pratt and Schlaifer. A good example of this
more progressive approach of not relying on concomitants but rather returning to a more
complete theoretical structure is the work of McGuirk, et al. 

It is also claimed that in the specification stage, “The model is specified exclusively
in terms of probabilistic assumptions, with the parameters having a purely statistical
interpretation; no theoretical interpretation is given at this point.”(Spanos, 1995 p.212).
While I think it is conceptually useful and possible to separate the theoretical model from
the statistical model, I do not believe this is possible in practice.  Spanos does appear to
recognize the implication in one direction, “[E]ven though the probabilistic assumptions
are not part of the theoretical model, one cannot separate the estimation and the testing of
the theory from the validity of the probability assumptions underlying the statistical
model adopted.” (Spanos, 1995, p. 203).  I believe this is a biconditional relationship, not
just a conditional relationship.  That is, and one cannot separate the validity of the
probability assumptions underlying the statistical model from the theoretical model.  How
can the model be ‘specified exclusively in terms of probabilistic assumptions’ when it
was the theory that suggested the initial specification? 

At a more abstract and general level, the problem appears to be in the PR approach
the use of monotonic logic where non-monotonic logic is required (see e.g., Nolt).
Monotonic logic allows one to ignore conjunctive premises (by the law of simplification)
that may change or be false in proving validity.  In non-monotonic logic if a single
conjunctive premise changes, then validity of the entire system may be compromised. In
economic jargon, if the changing of a ceteris paribus condition does not change the
conclusions of a closed deductive system (e.g., a theory) then monotonic logic can be
applied.  However, if the changing of a ceteris paribus condition does change the
conclusions of a closed deductive system then monotonic logic is inappropriate and non-
monotonic logic must be applied.  It would seem to me that most of the time changing
ceteris paribus conditions will affect our conclusions, and therefore the appropriate logic
for economic and econometric analysis is not monotonic but non-monotonic logic.
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It is also not clear exactly what the loss function is that applies in the PR approach.
That is, there seems to be no recognition or concern about the tradeoff between model fit
and parameter precision.  The only literature cited with respect to the model selection
problem is Fisher and Pearsan, but there have been numerous articles written on the
model selection problem and goodness of fit measures since that time (e.g., Akaike,
Schwarz).  Is there nothing of use in this work?

One area that seems to require further analytical work in the PR approach is to
determine if it is a model consistent procedure.  In the model selection literature, a model
selection procedure is deemed model consistent if as the sample size goes to infinity, the
procedure will converge on the true model with probability one.  Many may
understandably view this as providing little comfort in a finite world but for me it is
better to have this information than not have it.  It also seems that the likelihood
information criteria are attractive because they may be tied to the Kullback-Leibler
entropy measure, which by definition is a measure of the distance between a true
unknown density and an estimate of that density (see Akaike).  Is not this what the PR
approach is trying to minimize? 

The empirical examples given by SM are very encouraging and demonstrate how
useful the PR approach can be in experienced hands.  These encouraging results are
analogous to the encouraging results found by Hoover and Perez, who follow the closely
related general-to-specific methodology of Hendry.  However, this provides no evidence
that the procedure is a reliable methodology.  To be a reliable methodology it must be
able to deliver the goods not only in the hands of those who advocate its use, but also in
the hands of those who have no vested interest in the procedures.  A methodology that is
only useful when placed in the hands of a specific person or group and is not completely
transferable to others is not a scientific methodology but an art.  If this art can be learned
by many (transferred) and yield the same results then it is science.  This admonition just
echoes that of Keynes’s Septuagint analogy. 

It will be remembered that the seventy translators of the Septuagint were shut up in
seventy separate rooms with the Hebrew text and brought out with them, when they
emerged, seventy identical translations.  Would the same miracle be vouchsafed if
seventy multiple correlators were shut up with the same statistical material? (Keynes,
pp.155-56).

I would like to propose a Septuagint type challenge.  Let us set up a single blind
experiment where someone plays the role of Laplace’s demon and creates a DGP.  Give
the data to different modelers representing the PR approach and perhaps the Bayesian
approach and see how well they fare.  The PR approach tends to imply that if all are well
trained in the PR approach all should get the same answer whereas the Bayesian approach
allows for differences.
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More General Methodological Problems for Econometrics

 The lingering questions posed here are based on four fundamental methodological
problems that all econometric methodologies must face: theory-laden observations (the
statistical model specification is not independent of the underlying theory), Duhem’s
thesis (there is no way to specify and, therefore test, the statistical model independent of
the theory), the theory underdetermination problem (multiple models can explain the
same phenomenon), and metaphysical skepticism (how do we know when we have found
the ‘true’ model).  Presenting the PR approach with less certitude while acknowledging
and attempting to address these fundamental issues would I believe strengthen the PR
approach significantly.

In closing, what we are searching for is an econometric methodology that is coherent
and has a recipe type structure that is agreed upon such that we are like Keynes’s
Septuagint translators: if 70 people are given the same data we will all end up with the
same model.  Unfortunately, we are not at that point.  Many of our auxiliary assumptions
are not tied to economic or statistical theory proper and are designed only to help bridge
the theory-data gap in a specific application.  Laudably, SM are attempting to bridge the
theory-data gap by classifying and bringing the auxiliary assumptions in this nether
region in to the fold of statistical theory or claim that statistical theory does have
something to say about these auxiliary assumptions.  While I applaud their efforts I am
skeptical any econometric methodology can ease the model specification problem in
isolation simply because I think the problem lies not with econometrics but with
economic theory. 

Consider what we do know about empirical economic analysis.  We know our domain
of empirical discourse will always involve analyzing multiple moments of probability
distributions and yet most economic theories only make some vague statements about the
first moment.  Consequently, no matter how sophisticated the econometric methodology,
because most theories say very little about the higher moments (e.g., variance) they are
technically immune to arguments and refutations based on higher moments.  Others have
made this observation (see Davis 2000 for discussion and references) and for this reason,
I think it is more productive to build the bridge from the theory side rather than the
econometric side by requiring economic theories to say more about more moments of
probability distributions.
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“Comments on Geweke and McCausland, ‘Bayesian Specification Analysis in Econometrics’ ”

Walter N. Thurman1

North Carolina State University

Professors Geweke and McCausland (2001) gives us a lucid discussion of Bayesian
model checking and a valuable lesson by example in its application.  I learned much from both.2

In the time I have to discuss their paper I will focus on four issues: a reason to be enthusiastic
about the Bayesian methodology that they propound, the role of the likelihood function in model
checking, the frequentist interpretability of the Bayesian methods, and the substantive lessons
learned from the t-GARCH analysis.

1. Bayesian model checking promotes a focus on 
the economically relevant aspects of a model

Common treatments of specification testing suggest a battery of standard tests that
routinely should be applied to models to test their adequacy.  While there is an undeniable
interest by practitioners in a standard set of diagnostic tests, this approach begs the question of
the purpose of the model.  As Geweke and McCausland (G&M) point out: all models are wrong,
but some are useful.  Further, their usefulness can only be gauged with respect to economic
criteria, not statistical criteria.  The important specification question is: what is the inferential
purpose of the model and is its purpose compromised by particular aspects of lack of fit?

As G&M explain, Bayesian model checking begins with the notion of  a complete model:
the joint distribution of the observable data and the unobservable parameters, which is the
product of  the conditional density of the data and the prior density of the parameters.  In their
notation:

p(y, θA | A) = p(y | θA , A) ⋅ p(θA | A)

The joint distribution displays all that we know regarding both parameter uncertainty and
sampling variability of the data.  All densities are conditional on A (the assumptions) of the
model’s specification.

The complete specification of the joint distribution of y and θA allows any economically
important function of the data to be simulated, conditional on the model.  If one simulates
synthetic samples in this way, one can calculate whatever lack-of-fit measure one is interested in,
tabulate its probability distribution, and compare the distribution to the one realized value of the

                                                

1 I thank George Davis, Dale Graybeal, and Matt Holt for useful discussions about
Bayesian model checking.

2 See also a more expansive review of simulation-based Bayesian methods in Geweke
(1999).



statistic that comes from the sample.3  The freedom afforded by this approach is truly liberating.
In their example, G&M identify eight quantities of interest–interesting from a financial
economics point of view–with which to assess a time series model of stock returns.  They
include measures of volatility, persistence, leverage, and distribution shape.  This is a freedom
not offered in general by a frequentist approach, which has no consistent recipe to follow to
account for parameter uncertainty.  Model checking in a frequentist framework is constrained by
the search for diagnostic statistics that are pivotal quantities–statistics whose distribution does
not depend upon unknown parameters.

The ability to focus on the economically relevant features of the model, instead of
oftentimes arbitrary statistical measures of goodness of fit (e.g., R2, Durbin-Watson statistics,
and other largely residual-based diagnostics) allows an approach to modeling that is consistent
with McCloskey’s critique of significance testing in econometrics.  She reminds us (1985 and
elsewhere) that a p-value only tells how likely a test statistic was to have been observed by
chance due to sampling variation.  It doesn’t reflect on the economic importance of the measured
discrepancy from the null hypothesis.  Ideally, Bayesian model checking involves a statistic the
importance of which has been established and comparing its magnitude with what values a
model might plausibly yield, given parameter and sampling uncertainty.  It is specification
testing with a focus on economic significance, not statistical significance.4

2. The dual role of the data in posterior predictive specification analysis

Model checking procedures require a quantity of interest and a probability model from
which to simulate.  The Bayesian method provides two possibilities for the simulation
distribution: the prior predictive distribution and the posterior predictive distribution.  The prior
predictive distribution combines information from two sources only: the model specification and
the prior distribution on the model parameters.  It is uncontaminated by the data and so allows a

                                                

3 Another possibility is to simulate a lack-of-fit measure that is a function of both
observable data and unobservable parameters.  Bayesian methods can deal with lack-of-fit
measures that depend upon unknown parameters, but G&M's choice of quantities of interest are
more conventional and only depend upon the data.

4 Gelman et al. also suggest using the posterior predictive distribution to critique a model.
They emphasize that one should choose quantities of interest to highlight important potential
failings of the model.  They suggest two criteria: “[1] Ideally, the test quantities T will be chosen
to reflect aspects of the model that are relevant to the scientific purposes to which the inference
will be applied.  [2] Test quantities are commonly chosen to measure a feature of the data not
directly addressed by the probability model...”  (Gelman et al., p. 172)  Their second suggestion
highlights the role of predictive distribution analysis in model checking as opposed to hypothesis
testing.  If one wishes to use a model directly to test a hypothesis, then one should construct a
nested model that can account for the tested effect.  Model checking, on the other hand, is
directed toward testing the limits of the model in important directions.



clean comparison with the data; it is the methodology espoused by Box (1980).  The posterior
predictive distribution, on the other hand, optimally combines the information from the model,
the prior distribution of model parameters, and the data via the likelihood.  While the posterior
predictive distribution is the best choice for the purposes of prediction conditional on the model,
it seems less well suited to the task of model criticism.  In the case of posterior predictive
specification analysis, first the model is best fit to the data and then the fitted model is used to
assess its own reasonableness. To this practitioner’s eye this double counts the data.  G&M
perform both types of model checks but do not tell us which is preferred or how their results are
to be reconciled should they conflict, as they do in the t-GARCH analysis.

Gelfand, Dey, and Chang (1992) also suggest using posterior predictive distributions for
model checking, but modify the procedure in the following way: the quantities of interest they
study are model residuals and the model-checking distribution they use is the posterior predictive
distribution, conditional on all data points except the one for which the residual is calculated.
Thus, in assessing how surprising the ith residual is, one tabulates its predictive distribution
conditional on all data points except the ith.  This procedure, akin to cross-validation, avoids the
double reference to the data described above but is only directly applicable to quantities of
interest that are functions of single observations, or subsets of observations.  The quantities of
interest analyzed by G&M are calculated from all observations and the Gelfand et al. logic is not
directly applicable.

3. The role of pivotal statistics in prior predictive model checking

George Box (1980) proposed the use of the prior predictive distribution of y for model
checking.  He argued, as above, that the joint distribution of (y, θA|A) expressed the totality of
uncertainty given the model.  He laid out a methodology of science that iterated between the two
activities of estimation and criticism.  The posterior distribution p(θA|y, A) is the foundation of
estimation; the prior predictive distribution p(y|A) is the foundation of criticism.  The product of
the two is p (y, θA| A).  For criticism, he argued that one should focus on the degree to which the
observed value of a quantity of interest is surprising in light of hypothetical sampling from the
prior predictive distribution.  To Box, the explicit representation of parameter uncertainty in the
form of a prior distribution, p(θA|A), is a necessary step to assess the reasonableness of the model
indexed by A.5

For a Bayesian who is willing to specify a prior distribution explicitly, prior predictive
model checking is natural.  It is not so for a frequentist, who views parameters as unknown but
fixed.  But a frequentist can feel at home with prior predictive model checking in one case: that

                                                

5 Box’s approach is interesting because it apportions to Bayes’ theorem the job of model
estimation and to (an augmented) sampling theory the job of model criticism.  Bayesians, who
teach that performance in hypothetical repeated sampling is irrelevant when it comes to
parameter estimation, adopt just this criteria when it come to assessing the reasonableness of a
model.



in which the quantities of interest are pivotal–statistics that are functions only of the data and
with distributions that do not depend upon unknown parameters.  Because parameter values are
irrelevant, so is the specification of a prior distribution.  This is the case of G&M's first example,
in which they model daily stock returns as i.i.d. drawings from a normal distribution.  In this
case, and as they point out, their quantities of interest (volatility, decay, leverage, etc.) are
pivotal.  Because their distributions do not depend on : and F2, uncertainty over them plays no
role in determining the extent to which observed values of the quantities of interest are
surprising.  Only sampling variability matters.  As a practical matter, one simulates from the
prior predictive distribution by fixing the values of : and F2 at arbitrary values and simulating
the data as i.i.d. normal random variates.  As a methodological principle, one is simply
simulating the data generating process, a procedure entirely consistent with sampling theory
given known parameters.

When the amicable coexistence of Bayesian and sampling theory techniques breaks down
is when G&M introduce the t-GARCH model as an alternative to the i.i.d. normal.  At that point,
the quantities of interest lose their pivotal qualities and their distributions depend upon the values
taken by the expanded set of t-GARCH parameters.  A frequentist practitioner who was nodding
along with the normal simulations will not be so sanguine about drawing simulated parameters
from the log-normal, beta, and adjusted chi-square distributions, which are G&M's choices of
priors.  The frequentist practitioner might wonder if there isn’t some circularity involved in
picking prior parameter values, as G&M do, to fit the simulated model to match the sample
median of the data.  

But regardless of the practitioner’s unease, if the model does not imply that the quantities
of interest are pivotal, then one must adopt the explicitly Bayesian point of view with
informative proper priors.  To contrast the situation with posterior predictive model checking, the
priors there need not be informative.  Because one simulates from the posterior distribution, the
likelihood function forces the posterior to be proper and improper priors can be used.  To the
extent that a sampling theorist is more comfortable with diffuse priors than informative priors, he
will be more comfortable with posterior predictive model checking than he will be with prior
predictive model checking.

4. On interpreting the stock return data 

What should one conclude when posterior predictive analysis calls the model into
question in important ways and prior predictive analysis does not?  This is a reasonable
interpretation of G&M’s analysis of the t-GARCH model.  In the prior analysis, all nine sample
quantities of interest lie within the 98% prior probability intervals; half lie within the 50% prior
probability intervals.  From these results one might reasonably conclude that none of the checked
features of the data are grossly at odds with the complete model.  The situation is different with
the posterior predictive distribution, where three of the nine sample values lie outside of the 98%
posterior probability intervals and six of the nine lie outside the 50% intervals.  The posterior
intervals much more strongly disagree with the sample quantities of interest and the strongest
rejections of the model concern the volatility decay and kurtosis.  As G&M point out, posterior
analysis of the model implies too little volatility persistence and too much leptokurtosis.  But the



prior predictive analysis provides no such rejection with respect to leptokurtosis and only weaker
rejection with respect to volatility decay.

Another interesting comparison between the prior and predictive analysis of the t-
GARCH model is that the posterior probability intervals for volatilities and volatility decay are
narrower than the prior intervals, a situation consistent with the intuition that the posterior
distributions result from a fitting to the data.  But counter to that intuition, the posterior intervals
are wider than the prior intervals for the kurtosis, skewness, and leverage measures.  My intuition
fails me here.

A last question I would raise concerns the interpretation of the leverage ahead measure
offered in the paper.  G&M say that one of the outstanding statistical characteristics of financial
returns is “the ‘leverage’ phenomenon in which extreme negative returns are more likely to
presage high volatility than are similarly extreme positive returns” (Geweke and McCausland
[2001], p. 6).  This result can also be found in Nelson (1989).  But the sample value of the
leverage ahead measure, which is a sample correlation between today’s return and tomorrow’s
squared return, is positive (.0312).  This implies that a below average return today forecasts a
below average squared return tomorrow: the opposite of the leverage effect described in the text.  

5. Conclusion

There is much that applied economists can learn from Geweke's and McCausland's paper
and the references they cite, and I predict that we will.  The Bayesian world view is appealing to
most applied economists and increases in computing power continue to lower the relative cost of
Bayesian methods.  As the practical advantage tilts toward Bayesian methods more generally,
Bayesian specification analysis is bound to become a standard method by which we assess and
discuss econometric models.
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