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Abstract
The estimation of wildlife populations is an issue currently being solved at workplaces on many levels. 
Knowledge of wildlife population and localization is not only very important for reducing damage  
to agricultural and forest growth, which arises from the local overgrowth of certain animal species, but also 
for the protection of endangered species of animals and plants.

The article presents the results of a research carried out during 2017 as the first partial objective of a complex 
automated wildlife estimation project, namely the recognition of game in a free landscape without vegetation 
cover from an UAV (unmanned aerial vehicle). The paper describes a method of finding game animals  
in a selected area and identifies problems with the recognition of the animals hiding in the vegetation. These 
results play an important role in solving the overall complex problem of automated game recognition.
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Introduction
Various efforts to accurately estimate the population  
of game are centuries old. Nowadays, the census 
results are the basis for determining the amount 
of hunting needed to ensure stable game numbers. 
In most European countries, including the Czech 
Republic, the population of hooved animals 
has increased in recent decades, causing more  
and more damage to forest and field cultures 
(Bartoš et al., 2010). In order for the population 
estimates to properly function as a control method, 
its results should roughly correspond with reality. 
At present day, most commonly used methods  
in the Czech Republic account only for 10-33%  
of the actual population. The accuracy of estimates 
of game conditions is eloquently evidenced  
by the comparisons of the spring population  
with the number of hunted animals (Bartoš et al., 
2005). According to statistics from some countries, 
sometimes more animals were caught than  
the amount estimated by the census for the whole 
population, which is also the case in the Czech 
Republic. That is why new alternative and more 
efficient methods are being sought.

Better results can be usually achieved using more 
powerful equipment, but its use alone does not 
guarantee the quality of outputs. Various methods, 
such as telemetry monitoring, are used to track 
game, which are particularly useful for research  
on game ethology, but are not well suited  
for population estimation (Jarolímek et al., 
2014; Masner et al., 2014). The first findings 
of aviation census have been published more 
than forty years ago (Graves et al., 1972). 
Estimating game population from aircraft  
or helicopter is practiced, for example,  
in the Scandinavian countries (Liberg et al., 2010). 
Thermo-vision is also used frequently (Gill et al., 
1997, Focardi et al, 2001 and others), but mostly 
only for ground imagery. In contrast, mainly  
in the US and Canada, the use of thermo-vision 
is expanding not only in land censuses, but also  
in aerial imaging. The results of monitoring  
of various animal species in various environments 
(Wyatt et al., 1980; Bayliss and Yeomans 1989, 
Wiggers and Beckerman 1993, Focardi et. al. 
2001, Garel et. al., 2010, Fuentes et al., 2015) were 
published.
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The current development of the use of autonomous 
flying devices and Artificial Intelligence tools 
for image evaluation brings a new dimension  
for the use of "aerial" censing and game monitoring 
methods.

Unmanned vehicles are nowadays, mainly due 
to the massive expansion of the so-called multi-
copters (multiple motor helicopters), known mainly 
by the term "drones". Officially, however, the term 
UAV (Unmaned Aerial Vehicle) is used. Unmanned 
vehicles offer a variety of new applications  
by combining air and ground imagery. At the 
same time, it brings new methods of retrieving 
data from selected areas in real time. Some types  
of UAVs are capable of covering an area of several 
square kilometres, making them cheaper and more 
affordable alternative to conventional aircraft. 
Due to the lower scanning height, one can also get 
very detailed images from the unmanned vehicle 
(Eisenbeiss, 2011). In addition to capturing images, 
monitoring can also be performed „on the fly“, 
when video is transmitted to the operator screen  
but not recorded.

Automated image recognition is one of the most  
important technologies at the moment. It is 
generally referred to as machine vision. Although 
machine vision is already very elaborate (Gonzales 
and Woods, 2002), its practical application provides 
a number of technical problems. These must 
always be addressed specifically for a given task. 
Image processing of a recognized object consists 
of a series of steps. First, it is needed to capture 
and digitize the image and then use the image  
pre-processing method to improve the image, which 
is especially focused on grayscale, brightness  
and contrast adjustment, histogram equalization, 
image sharpening, and various filtration methods. 
Another important step is to use segmentation 
methods to distinguish a recognized object  
from the background. It is primarily segmentation 
by thresholding, image dyeing algorithms, edge 
detection and linking methods and various  
algorithms for object filling. Usually, 
the gradient change of pixel brightness is 
used. After the image processing is completed,  
the next phase, the description of the object,  
follows.  The most well-known methods of object  
description are the moment method, Fourier 
descriptors and chain codes, which can also 
be used for so-called structural description  
of objects. The final stage of the image processing is  
the object's classification (recognition). The task  
of classification is to include objects found  
in the image in a group of previously known classes 

(Parker, 2011). The object recognition itself can 
be realized using artificial intelligence methods 
or statistical analysis (or by combining them). 
Typically, the acquired description of the object 
of a so-called classifier will be presented, which, 
with a certain degree of accuracy, can determine 
what the object is. The classifier is familiar  
with the objects that can be submitted to it. This 
process is called learning.

A particular example is the SIFT (Scale-Invariant 
Feature Transform) method, which was first used 
to detect objects in a picture scene. According  
to Noviyanto and Arymurthy (2013),  
the identification of cattle shows that the SIFT 
method has the best results. From the training set 
of images, object vectors were calculated, which 
were subsequently searched in test pictures.  
If the vectors obtained during training and testing 
were sufficiently matched, the object was detected 
and recognized at the same time. However, this 
principle can be equally well used in classification. 
From the training sets (one for each class), the flag 
vectors are obtained by the algorithm and are then 
compared with the vectors counted for the test set. 
In the next step, using the selected classification 
method, it is decided to divide the elements  
of the test set into individual classes. SIFT consists 
of four main steps: (1) detection of extremes within 
scale-space; (2) refining the location of significant 
points; (3) assigning orientation to significant 
points; (4) compiling a descriptor of significant 
points (Lowe 1999 and Lowe 2004).

Yu, Wang and Kays (2013) have published  
an analysis that shows that the combination of SIFT 
and cLBP (compound local binary pattern) can 
serve as a useful technique for recognizing animals 
in real complex situations. They use sparse coding 
spatial pyramid matching (ScSPM), which extracts 
dense SIFT descriptors and mobile-structured LBP 
(cLBP) as a local function that generates global 
functions via weighted sparse encoding and max 
pooling using the multi-scale kernel pyramid  
and sorts images according to the linear support 
vector machine algorithm.

The photo (or digital stream) is actually a two 
dimensional array of points that have a defined 
light intensity (Gonzales, 2002). These points are 
called “pixels” and their value is most often given 
in RGB. The captured object is then recorded 
as an array of points with a defined intensity due  
to lighting (Gonzales, 2002). The linking of points 
then creates the final image in the human brain 
(Russ, 2008). This image can be a real object 
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display, or non-existing object, meaning the brain 
is hallucinating. The hallucination state is the 
state in which the displayed object is interpreted  
in a human brain differently than the image producer 
should be. Hallucinatory states are unwanted 
deviations in the interpretation of the reality model 
display. However, they are useful tools for people 
(and probably for living organisms) just to filter 
the image and perceive reality. Hallucination is  
the misinterpretation of reality given by the property 
of the brain to generalize the presented pattern, place 
it in the context of a known (and logically valid 
reality) and anchor it. Thanks to this generalization 
feature, one can drive the car and concentrate  
on the road but not see its structure (asphalt stones, 
colour differences, etc.). Unnecessary information 
is filtered out. In terms of image processing 
and object recognition the equivalent to such 
hallucinations is the false positive recognition  
of an object that actually isn’t there.

Therefore, for the purpose of the article,  
the fundamental differences between the vision  
of humans and machines must be taken into account.  
A person is able to generalize and anchor the image  
in a given reality and link it to the context. This 
means that human brain not only analyzes  
the shape, size and colour of an object and compares it  
to an abstract image of given object type (while 
taking into accout possible colour variants, usual 
size ranges and general shape), but also its link  
to the environment (objects outside / inside, which 
room is the object in, is it on the ground or on a table  
and so on). The image is therefore interpreted  
as a real instance of an abstract object in the context 

of the environment in which the observer lives. 
While a machine can be tought what an object 
looks like by supplying large sample of images, it 
is extremely difficult for the machine to learn how 
to use the context portion of vision properly.

According to (Gonzales, 2002), (Russ 2008)  
the machine does not see the same way humans 
do. The machine sees a matrix of pixels of varying 
intensity. For the machine the circle is not "round"  
but it is a vector of pixel coordinates of similar  
intensity which are the same distance  
from the defined centre. The reality the machine 
sees is diametrically different from humans. It is, 
in fact, similar to the thinking of an engineer who 
uses CAD tools to construct devices in "curves". 
Such a person transforms from a real image  
into a vector space in order to achieve their goal. 
In order for the machine to see what needs to be 
seen by it, it is necessary to teach it and give it 
the context of the problem. This is the most basic 
problem of computer vision and is it being tackled 
with a variety of successes by a number of research 
teams.

Material a methods
The first partial goal of a complex automated 
game estimation project is to recognize game  
in an open area without a vegetation cover  
from a UAV. To obtain the baseline images, the stag 
and fallow deer animals were optically scanned  
in the farm (Figure 1).

To fulfil this objective requires a synchronization 

Source: authors´ own processing
Figure 1: Environment and animals used to retrieve the baseline images.
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of a whole range of tasks that the machine must 
perform. The basic steps are shown in the diagram 
(Figure 2).

Stream cutting

It serves to divide the data stream  
into the sequentially following images (Figure 3).  
This division is an easy task for machine image 
processing. Of course, the image recognition 
algorithm can also be applied to a data stream 
(which is a sequence of images). However, due  
to the algorithm's tuning and other practical reasons, 
it is better to work with static photos.

Image restoration

At this stage, cleaning the photo from "normal 
noises", such as changes in brightness, takes place. 
These are due to light conditions changing during 
recording (change in light intensity). By balancing 
the brightness and colour layers, it is ensured 
that the algorithm processing the photograph has  
the necessary properties to perform segmentation.

Image segmentation

Image segmentation is a basic task of image 
processing. It separates unnecessary "noise" objects 
from a photograph and creates a favourite image  
to be processed.  

Assuming the task is to search for a herd of animals 

in the open air, the following knowledge base 
serves as a starting point:

•	 animals are in a free space, without growing 
vegetation

•	 the target are hooved animals (deer)
•	 the target is a herd - not an individual
•	 animals are scanned from a flying 

autonomous machine from a height of about 
50 m

The task is to localize a herd on a pasture based  
on the data stream of images, see Figure 4.

To be able to locate the object, it was first needed:

•	 Select a favourite area (based  
on the knowledge base)

•	 Search the favourite area to for objects that 
resemble the animals (or herd)

Selecting the favourite area

Selecting the favourite area will be done  
by means of thresholding. First, it is necessary to find  
a suitable threshold (or some threshold function) 
that will allow to separate (de-segment) "noise 
objects". Such a noise object is probably a road, 
a building, or the area with corn and fruit trees. 
Favorited areas are green surfaces with a smooth 
terrain, see Figure 5.

Source: authors´ own processing
Figure 2: Flow diagram of data stream processing.

Source: authors´ own processing
Figure 3: Video stream split into separate images.
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Source: authors´ own processing
Figure 4: An example of target object - herd.

Source: authors´ own processing
Figure 5: Picture of areas that need to be machine-separated (the areas have been marked manually  

for the purpose of the article

So how to choose the right method of selecting  
a given area? In our case, one of the segmentation 
methods that takes into account the structure  
of the search area had to be used. This „structural 
filter“ is then applied to the entire image.  
The chosen method (for simplicity and applicability) 
will be:

•	 Creating mask sized A x B pixels  
(e.g. A = 10, B = 10, resulting in 10x10 
pixels)

•	 This mask will be moved through the image 
and its average RGB value will be evaluated. 
In the case of the model submitted, it will be 
the average RGB value in the interval:

•	 R  <100,140>, G  <110,125>, B <80,90> 
•	 The area selected by this method will then 

be the favourite selected object. Inside 
this favourite object (pasture) there will be 

objects of interest (animals, herd). It should 
be remembered that the size of the mask 
influences how precisely the machine selects 
the area. At the same time, the filter must 
not be too strict. Otherwise, it would discard  
the area with the animals as well, which 
would render the whole task pointless.

•	 For better image processing, the input image 
is processed by the Difference of Gaussinas 
edge detector.

•	 Resulting images are merged.
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Source: authors´ own processing
Figure 6: Areas selected by the RGB mask.

Source: authors´ own processing
Figure 7: Area processed by an edge detector.

Source: authors´ own processing
Figure 8: Resulting favourite object.

Finding game in the selected area

Finding game in the selected area is a key task. It 
is important to realize, that the animals try to mask  
optically and are therefore very difficult to be 
seen for a number of predators. The human eye is  
an excellent perceptual organ, but the interpretation 
of the seen image is performed by the brain.  
In computer vision, the intelligence of Homo 
Sapiens and his excellent eyesight (in the case  
of dog breeds probably an excellent sense of smell) 
is missing. It is therefore necessary to provide  

the machine with the necessary context  
of the problem and to work within the limitations  
of computer vision (with limited resolution quality).

What is the context:

•	 a favourite area is where the game should 
reside (may or may not be there)

•	 in the favourite area, the game may be split 
into groups (creating herds, meaning there 
will be a neighbouring of objects of a similar 
type)

•	 the herd will probably move (partially due  
to the noise and presence of the UAV)

Source: authors´ own processing
Figure 9: Detail of animals in the open.

Locating game can be done in several ways:

•	 According to shape properties of found 
objects

•	 By detecting objects using Artificial 
Intelligence tools

•	 According to colour profile

In our case, the simplest option by working  
with the colour profile of the object was used. 
Each animal is a light object on a darker surface. 
If this object moves (if the animal is in motion) 
then its localization is relatively easy. The goal is 
to recognize the favourite objects on a video stream 
and the change of the centre point of favourite  
objects (possible herd movement). Each favourite 
object found has its own area, which must be 
larger than the minimum size (to distinguish,  
for example, the stones in the pasture that may have 
a similar colour when viewed from a high angle  
in direct sunlight) and at the same time smaller 
than the maximum size. The animals on the pasture  
will then have a more pronounced colour intensity 
than the average pasture area (area). Such a moving  
object is probably a sought-after animal,  
or an object of similar size and colour (a herding 
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dog for example). This method prevents counting 
of other objects, such as a maintenance car, wooden 
shed, etc., resulting in reduced amount of false 
positive recognitions.

Results and discussion
The problem of game recognition can be divided 
into two basic types of tasks. Recognizing  
an object (animal) in an area where it is likely  
to occur and to distinguish the actual animal 
species. The first type of task simplifies  
the problem of just finding an object in a favourite 
area. This step, however, is necessary prerequisite  
for the second task, i.e. the recognition  
of the species. Due to the limits in available 
technology, it was decided to focus on the first 
task. Similar problems were also investigated  
by different teams (Hanzlik et al., 2014), 
(Pavlickova et al., 2017) who use two different 
approaches. Algorithmic approach, when 
machines work virtually based on the brightness  
of the image and on its threshold. Here, 
research teams have to successfully solve image 
segmentation, i.e. separating uninteresting areas 
from interesting (favourite). Such a task is fairly 
simple in laboratory conditions when the machine 
scans an object ideally lit by artificial light  
in a clean environment. These applications are 
currently being used in industry and, although not 
without a complications, their applications in general 
are more or less successful (e.g. face recognition, 
smile recognition by Apple, Congitech etc.). 

Other applications are in the automotive industry  
and in microelectronics (smart cars track obstacles 
at different angles around the car - VW, Škoda). 
Another approach is based on artificial intelligence 
methods. To a large extent, Google is currently 
contributing with TensorFlow convolutional 
neural network technology. It is designed  
for the task of finding typical images in the data 
stream, and its application for agriculture has not 
yet been explored. Hanzlík and Pavlíček research 
(Hanzlik et al., 2014) is a successful attempt 
within the area of agriculture. The authors worked  
with perceptron neural networks and convolutional 
neural networks. The disadvantage of this approach 
is the need to carry out a series of learning cycles 
(not to mention the need for a huge amount  
of learning data - and these are often absent), 
which are very slow and good result at the end  
of the learning cycle is not guaranteed. Currently, 
there is no satisfactory method to teach the networks 
to achieve a certain result. Therefore, their use is 
still experimental and is being developed in areas 
where these properties do not matter.

Recognizing game is very complicated. Unless 
one builds on facts such as the animal size  
and the ideal free space, but rather try to recognize 
the game through a computer vision in its natural 
environment, there are a number of struggles.  
The primary problem is, of course, the mimicry  
of the animals. They are very successful in hiding 
from predators by their camouflage, which is  
of course especially effective in their natural 

Source: authors´ own processing
Figure 10: Animal mimicry and its machine recognition.
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habitat. Finding such an object with computer 
vision is possible on experimental images  
(and with help from humans), but automated search 
is very complicated. Most machines lack important 
knowledge of the search context and are producing 
high amount of false positives. In the case  
of the presented image, the apparent animal is not 
revealed at first sight because the machine is unable 
to distinguish it from the surroundings thanks  
to the mimicry. Edge or colour-based segmentation 
methods fail. Although for every image you will 
eventually find a suitable filter and more or less  
recognize the animals, in real conditions,  
the changes in light intensity and therefore  
the change of colour shade will cause the machine 
to be very inaccurate and virtually useless.  
A lying stone may be misinterpreted as the typical 
white spot on the animals behind thus resulting  
in false positive identification. This is not unusual  
in nature itself. Dog-like predators have a solid 
sight, which makes it possible for them to locate 
moving objects (and the machine can successfully 
detect moving objects due to a change in their 
relative coordinates), but to find lying animals they 
use smell. Since machine is relying purely on vision, 
successful recognition is much more complicated.

Although Artificial Intelligence tools promise  
to eliminate the context issue and are more or less 
trying to simulate the functioning of the human brain 
(similarly to how one actually sees - or interprets  
the seen objects as a human), this research path is 
still lengthy. The paper showcases really solid results 
in game location based on image segmentation  
and combination of motion (using statistical 
methods) and the knowledge context which was 
used to look for the animals. The experiment 
proved that with an autonomous machine, a herd 
can be found with a high degree of accuracy.  
The issue is, that if a herd is in its natural 
environment, it is complicated to find it, if it is not 
in motion. This problem is the logical consequence 
of animal mimicry and without the proper olfactory 
equipment of the machine, the task of proper 
recognition using only sight is challenging. It does 
not mean, however, that the herd cannot be found 
at all. If it is not physically covered by any object 
(trees, rocks etc.) it has been proven that the herd 
location in the open air is possible and relatively 
successful. However, it is not possible to count  
the number of individual animals with a high degree 
of accuracy. Conversely, according to 16 record 
streams, a relatively accurate approximate count 
can be established for a herd in motion. Thanks  
to the movement of the flying machine, it is possible 
to create a series of pictures of the herd. These 

images can be grouped together using triangulation 
methods and be appropriated to measuring points 
(or surfaces). These points can be, for example, 
a tree, a corner of fencing, a roof of a building,  
a road, a river, or a parking area (see Figure 5).  
A suitable triangulation point is a point that is lonely 
(its surroundings are visually monotonous) and its 
appearance is unique enough. For this reason, it 
is advisable to select three distinct objects (such  
as tree in a pasture, a pond and a field fence) so that 
their location is clearly visible in multiple frames. 
Moving animals are then possible to be recognised 
based on machine comparison of these pictures. 
As part of the experiment, a unique identifier 
was assigned to each discrete cluster of pixels  
with the appropriate brightness and colour. If this  
cluster was in motion, it was an animal.  
If the cluster divided, it was an animal that was 
covered by another animal. The reverse (animal 
entering cover) corresponds with two clusters 
merging. This method proved to be suitable,  
but only in the experimental conditions, it suffers 
from quite lengthy data preparation and complicated 
creation of a suitable cluster recognition algorithm. 
Now the task of our research team is to convert this 
method from laboratory models into readily applied 
solutions.

Conclusion
The described method was tested during the summer 
of 2017. Based on the calibration of 16 video 
streams by the operator (finding objects - animals  
on the pasture), the designed algorithm has proven  
to be very satisfactory. Machine hallucination occurs 
approximately on one image in 10 minutes, which 
is negligible due to the large number of images  
in the overall video stream. Using a simple statistical 
method, it is possible to distinguish the deviations 
in the number of animals found and eliminate those 
errors. There is, of course, a big problem if the game 
is hidden by a bush, a tree, or it is hidden behind 
one another. Another problem are the "long suns" 
when the shade of the bodies cover other animals  
and the machine cannot distinguish between them. 
Either it counts a small amount, or it links them  
to a single and then discards it, thanks  
to the maximum object size limit. If the herd is  
in motion, the ability of the machine to count 
precisely is almost 100 percent, assuming all 
animals are moving and their bodies are not 
overlapping. This problem can be mitigated  
by the use of statistical method. However,  
if the animals are stationary or lying, then  
the recognition becomes very problematic. Tackling 
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