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ABSTRACT

The expected profitability to farmers from acquiring additional information on the biological response function of crop yield to soil-salinity is investigated. First, a switching regression approach to estimate piecewise linear response function with critical threshold level is presented. Then, an optimization irrigation model was developed, aimed at determining the optimal use of irrigation water for soil leaching. Finally, a loss function was defined, the expected value of sample information was calculated and the optimal number of additional needed observations was determined. At each stage, an empirical analysis, using data from potato field experiment in Israel, is presented.
INTRODUCTION

Agricultural production system involves a large number of random variables, numerous of them are physical and biological functions connected with the production process. The knowledge of the biological response function of crop yield to soil salinity is essential in decision making regarding irrigation with saline water. The paper investigates (analytically and empirically) the expected profitability to farmers (the decision makers) of acquiring additional information on this biological function. The true values of the response-function's parameters are usually unknown to the decision maker, and therefore he uses the parameters' estimates and may become a victim of a sub-optimal solution. The deviation from the optimum may be measured by a loss function and the calculation of its expectation. The parameters' estimates (which are arguments in the loss-function) are based on a priori information available to the decision maker. He can acquire additional information which will reduce the variances of these estimates and, hence, will improve his ability to choose a suitable strategy with resulting decrease of the expected loss (or, equivalently, increase of the expected profits). Value of sample information (EVSI) is defined as the difference between the reduction of the expected value of the loss-function due to the additional information and the cost of its acquisition. The optimal number of observations to be acquired is the one that maximizes EVSI.

An accepted hypothesis among soil researchers states that the yield of a given crop is a function of the average soil-salinity in the root
zone during the growing season. Increase of the average soil-salinity level slows down the rate of growth and reduces crop yield (e.g. [1, 11, 20]). The relationships between the soil-salinity level and the reduction of crop yields has been dealt with previously. Some works have shown these relationships in the form of tables [1, 3, 6]; in other studies, the response function was hand-fitted to the available observations [15, 23]. Only few publications report estimates of continuous response functions based on the "best linear unbiased estimates" (BLUE) criterion [14, 20, 22].

A detailed discussion of the response function is found in Maas and Hoffman's article (see [11]). They compiled data on relative yield losses due to salinity with respect to a wide range of crops, i.e., fruit crops, field crops and vegetables. They hypothesized a threshold soil salinity level, beyond which a linear decrease in relative yield is obtained. The critical threshold hypothesis is also presented by [1].

A broad theoretical presentation of decision theory, value of information and the Bayesian approach can be found in [7] and [16]. A number of studies deal with the value of information in farm management [13, 18] as well as in the management of water resources [5, 10]. It should be pointed out that most of these articles did not deal explicitly with the choice of the optimal estimate or with the optimal size of the sample. Furthermore, the articles that dealt with the management of irrigation systems did not refer to water quality.

To calculate the expected profitability to farmers of the additional acquired knowledge about the biological response function to soil salinity, the following stages were taken:
1. Using a switching regression approach (e.g. [17]) to estimate the response function's parameters, according to the response function as formulated by Maas and Hoffman.

2. An optimization irrigation model for a monoculture farm was developed, aimed at determining the optimal quantity of irrigation water from a given source for soil leaching (to reduce salinity).

3. A loss-function was defined, the expected value of sample information was calculated and the optimal number of additional needed observations was determined (taking into consideration their desired spread).

At each stage, an empirical analysis using data from potato field experiments carried out by Sadan and Berglas (see [19]) in the Negev area of Israel, is presented.

1. ESTIMATION OF THE RESPONSE-FUNCTION PARAMETERS

The following model was formulated:

\[
Y = \begin{cases} 
  b_0 + U_1 & \text{if } S \leq S_0 \\
  b_1 + aS + U_2 & \text{if } S > S_0 
\end{cases}
\]

subject to:

\[(*) \quad b_0 = aS_0 + b_1\]

See illustration in Figure 1.
where:

- \( S \) - average soil salinity level in the root zone [meq Cl/1] during the growing season;
- \( S_0 \) - threshold salinity of the soil [meq Cl/1];
- \( Y \) - yield in tonnes per hectare (ha);
- \( U_1, U_2 \) - independent random variables, normally distributed with zero expectation;
- \( b_0, b_1, a, S_0 \) - the (unknown) parameters of the response function satisfying (*)

Assume that we have \( T \) observations \((S_i, Y_i)\) for estimating the above-mentioned parameters. Let us arrange the \( S_i \) in increasing order:

\[
S_1 \leq S_2 \cdots \leq S_t \leq \cdots \leq S_T
\]

where:
- \( S_i \leq S_0 \) for \( i \leq t \) (\( t \) unknown)
- \( S_i > S_0 \) for \( i > t \)

A regression model can be formulated:

\[
\begin{cases}
    b_1 + aS_i + U_{1i} & \text{if } S_i \leq S_0; \ i \leq t \\
    b_1 + aS_i + U_{2i} & \text{if } S_i > S_0; \ i > t
\end{cases}
\]

This model assumes independent normally distributed random deviations with mean zero and \( T \times T \) diagonal variance-covariance matrix-\( \Omega \). Its first \( t \)
diagonal elements are \( V(U_{11}) = \sigma_1^2 \) and the other (T-t) elements are \( V(U_{21}) = \sigma_2^2 \).

The logarithm of the likelihood function \( L(Y|S_0, t) \), given \( S_0 \) and \( t \), is

\[
\ln L(Y|S_0, t) = -T \ln Z_{-1} - t \ln \sigma_1 - (T-t) \ln \sigma_2
\]

\[
-\frac{1}{2\sigma_1^2} \sum_{i=1}^{t} (Y_i - aS_0 - b_1)^2 - \frac{1}{2\sigma_2^2} \sum_{j=t+1}^{T} (Y_j - aS_j - b_1)^2.
\]

Let \( \hat{\beta} = \begin{bmatrix} \hat{b}_1 \\ \hat{a} \end{bmatrix} \) be the vector of maximum likelihood estimates, i.e., \( \hat{\beta} \), which maximizes (3). As the square terms in (3) have negative signs, these estimates are identical to the least square estimates (given \( S_0, t \), so that one can write:

\[
\hat{\beta} (S_0, t) = (Z'\hat{\Omega}^{-1} Z)^{-1} Z'\hat{\Omega}^{-1} Y
\]

where:

\[
Z = \begin{bmatrix} 1 & S_0 \\ \vdots & \vdots \\ 1 & S_t \\ \vdots & \vdots \\ 1 & S_T \end{bmatrix}; \quad Y = \begin{bmatrix} Y_1 \\ \vdots \\ Y_t \\ \vdots \\ Y_T \end{bmatrix}
\]

(For more detailed discussion see [8]).

The MLE of \( \sigma_1^2 \) and \( \sigma_2^2 \) can be obtained by differentiating (3) and equating to zero:
(5) \[ \hat{\sigma}_1^2(S_0, t) = \frac{1}{T} \sum_{i=1}^{T} (Y_i - \hat{a}S_0 - \hat{b}_i)^2/t \]

(6) \[ \hat{\sigma}_2^2(S_0, t) = \frac{1}{T} \sum_{j=t+1}^{T} (Y_j - \hat{a}S_j - \hat{b}_j)^2/(T-t) \]

(4), (5) and (6) form a set of 4 equations in 4 variables; these can be solved numerically with the aid of a computer [9].

Substituting these estimates into (3) yields:

(7) \[ \ln \hat{L}(Y|S_0, t) = -T \ln \sqrt{2\pi} - t \ln \hat{\sigma}_1 - (T-t)\ln \hat{\sigma}_2 - \frac{T}{2}. \]

Finally the estimates of \( S_0, t \) can be obtained as follows:

First step: Between every two consecutive observations \( S_{i-1}, S_i \) (starting at the third observation and stopping three observations before the end)\(^b\), (7) is maximized numerically over \( S_0 \) as follows:

\[ i = 3, \ldots, T-3 \quad L_i(S_{i-1}, S_i) = \max_{S_{i-1} < S_0 < S_i} \{ \ln \hat{L}(Y|S_0, i) \} \]

\[ L_{T-2}(S_{T-3}, S_{T-2}) = \max_{S_{T-3} < S_0 < S_{T-2}} \{ \ln \hat{L}(Y|S_0, T-2) \} \]

Second step: The optimal estimates of \( S_0, t \) are \( \hat{S}_0, \hat{t} \) which satisfy

\[ \ln \hat{L}(Y|\hat{S}_0, \hat{t}) = L_t(S_{t-1}, S_t) = \max_{2 < i < T-2} L_i(S_{i-1}, S_i) \]

Let \( \hat{\theta} = [\hat{S}_0, \hat{b}_1, \hat{a}] \).
From the properties of MLE (e.g. [12]), under fairly general conditions, 
\( \hat{\theta} \) is asymptotically normally distributed with mean \( \hat{\theta} = [S_0, b_1, a] \) and variance covariance matrix:

\[
E_{\theta} = \left[ E \left[ \frac{\partial^2 \ln L}{\partial \theta_i \partial \theta_j} \right] \right]^{-1}.
\]

The variances and covariances can be calculated as functions of the observations \( S_1 \) and of \( a, S_0, t, T, \sigma_1^2, \sigma_2^2 \).

**Empirical Results**

The response function estimates are based on the experimental results of Sadan and Berglas (personal communication). Their one year experiment, conducted in the Northern Negev of Israel, provided a total of 17 observations \((Y_i, S_i)\) as presented in Table I.

[Table I about here]

The following estimates for the response function parameters (2) were obtained by substituting the data in equations (4), (5) and (6):

\[
\begin{align*}
\hat{S}_0 &= 6.054 \text{ [meq Cl/l]} \\
\hat{b}_1 &= 52.55 \text{ [tonnes/ha]} \\
\hat{a} &= -1.09 \text{ [tonnes/ha/meq Cl/l]}
\end{align*}
\]

<table>
<thead>
<tr>
<th>Asymptotic standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{S}_0 = 6.054 \text{ [meq Cl/l]} )</td>
</tr>
<tr>
<td>( \hat{b}_1 = 52.55 \text{ [tonnes/ha]} )</td>
</tr>
<tr>
<td>( \hat{a} = -1.09 \text{ [tonnes/ha/meq Cl/l]} )</td>
</tr>
</tbody>
</table>
### TABLE I

Relationships Between Average Soil-Salinity ($S_i$) and Potato Yield ($Y_i$) - The Negev Area.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_i^a$</td>
<td>45.4</td>
<td>46.2</td>
<td>46.2</td>
<td>48.7</td>
<td>45.8</td>
<td>48.1</td>
<td>33.2</td>
<td>45.4</td>
<td>38.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_i$</td>
<td>31.8</td>
<td>34.3</td>
<td>33.6</td>
<td>34.9</td>
<td>25.3</td>
<td>28.5</td>
<td>29.1</td>
<td>32.4</td>
</tr>
</tbody>
</table>

---

*a* Yield [tonnes/ha].

*b* Average soil salinity level [meq Cl/l] in the rootzone (0-60 cm), during the growing period.
Accordingly, \( b_0 = 45.95 \) [tonnes/ha] and the estimated response function is:

\[
y_i = \begin{cases} 
45.95 & \text{if } S_i \leq 6.054 \\
52.55 - 1.09 S_i & \text{if } S_i > 6.054 
\end{cases}
\]

with other relevant statistics being:

\[ \hat{t} = 3, \quad \hat{\sigma}_1^2 = 0.14 \text{ [tonnes/ha]}^2; \quad \hat{\sigma}_2^2 = 15.78 \text{ [tonnes/ha]}^2 \]

and \( R^2 = 0.78 \).

The scatter-diagram of the observations and the fitted regression line are shown in Figure 2.

It should be noted that this response-function (2) was compared to estimation of alternative formulations (all of them monotonically decreasing, continuous and differentiable functions) and was judged "best" [8]. An "adjusted R square" \( R^2 \) adjusted for degrees of freedom) was used as a criterion in this comparison.
2. OPTIMAL USE OF IRRIGATION WATER FROM A GIVEN SOURCE
FOR A GIVEN CROP (POTATOES)

Consider the yield expectation:

\[
\text{EY} = \begin{cases} 
  aS_0 + b_1 & \text{if } S \leq S_0 \\
  aS + b_1 & \text{if } S > S_0 
\end{cases}
\]

Let $\overline{S}$ be the present soil salinity level, $\overline{S} > S_0$. Assume that there is a source of good quality water of salinity $C_1 \text{[meq C1/l]}$. Leaching the soil with $Q \text{ m}^3$ of this water per hectare will reduce the salinity to $S$, where:

\[
\overline{S} = \frac{Q C_1}{N + \frac{\gamma Q}{2}} + \overline{S} \left(1 - \frac{\gamma Q}{2(N + \frac{\gamma Q}{2})}\right) \quad (\text{see [4]})
\]

($N$ and $\gamma$ are known soil parameters).

Isolating $Q$ gives:

\[
Q(S) = \frac{N(\overline{S} - S)}{\frac{\gamma}{2} (\overline{S} + S) - C_1} \quad (9)
\]

A good empirical approximation is obtained by the following quadratic regression:

\[
Q(S) = k_1 + k_2(\overline{S} - S) + k_3(\overline{S} - S)^2 \quad (10)
\]
Let \( S = \frac{\bar{S} + \Sigma}{2} \) be an approximation of the average salinity level (before and after leaching). Substituting \( S = 2\bar{S} - \bar{S} \) in (10) yields:

\[
Q(S) = K_1 + K_2(\bar{S} - S) + K_3(\bar{S} - S)^2
\]

where \( K_2 = 2K^2_2, K_3 = 4K^3_2 \).

Let \( P \) be the cost of the above-mentioned water supply in dollars/m\(^3\). The cost of leaching the soil (with \( Q \) m\(^3\) per hectare) denoted by \( C(\bar{S}, S) \), is:

\[(11) \quad C(\bar{S}, S) = P \cdot Q(S) = PK_1 + PK_2(\bar{S} - S) + PK_3(\bar{S} - S)^2.\]

A profit function is defined as:

\[
\pi(S) = \begin{cases} 
R_1(aS_0 + b_1) - R_2 - C(\bar{S}, S) & \text{if } S \leq S_0 \\
R_1(aS + b_1) - R_2 - C(\bar{S}, S) & \text{if } S > S_0 
\end{cases}
\]

where:

- \( R_1 \) - net income in dollars per unit yield (tonnes) as a function of the yield (revenue, less variable cost dependent on yield, such as: harvesting, grading, packing and transportation).

- \( R_2 \) - variable costs in dollars/ha, independent of yield.

By substituting (11) into (12) and then equating the derivative \( \frac{\partial \pi(S)}{\partial S} \) (for \( S > S_0 \)) to zero, \( S^* \) which maximizes (12) is accepted:

\[
S^* = \bar{S} + \frac{R_1a + PK_2}{2PK_3}
\]
Since it is obvious that \( S^* > S_0 \), it can be written:

\[
S^* = \max \left( S_0, \bar{S} + \frac{R_1 \hat{a} + PK_2}{2PK_3} \right).
\]

And, by substituting MLE \( \hat{a} \), \( \hat{S}_0 \) for the unknown parameters \( a \), \( S_0 \):

\[
\hat{S}^* = \max \left( \hat{S}_0, \bar{S} + \frac{R_1 \hat{a} + PK_2}{2PK_3} \right).
\]

**Empirical Results**

The empirical approximation (10) to the leaching function (9), was achieved by dividing the relevant range of soil-salinity into a large number of discrete points, calculating the value of \( Q(S) \) by (9) for each point and estimating the regression-line (10).

For \( \bar{S} = 20 \) [meq Cl/1] (A somewhat high initial soil salinity level was chosen in order to emphasize the need of soil-leaching), \( N = 3500 \) [m³/ha], \( \gamma = 0.7 \) (average irrigated-soil parameters in the study area), and \( Cl = 5 \) [meq Cl/1], the following estimates were obtained:

\[
\begin{align*}
K_1 &= 132 \\
K_2 &= 526 \quad K_2^* = 263 \\
K_3 &= 146 \quad K_3^* = 36.5
\end{align*}
\]

(9) and (10) are presented in Figure 3 on the same set of axes (function (9) is marked by the numeral 1, and (10) by the numeral 2).

[Fig. 3 about here]

With \( P = 0.1 \) [dollars/m³] ; \( R_1 = 161 \) [dollars/tonne], the following values for potatoes were obtained:
\[ \hat{S}^* = 15.8 \text{ [meq Cl/1]} \]

\[ Q(\hat{S}^*) = 4917 \text{ [m}^3/\text{ha}] \]

3. THE LOSS FUNCTION AND THE VALUE OF ADDITIONAL INFORMATION

In the following section, the loss function and its possible situations are defined, the expected value of sample information is calculated and the optimal sample size is determined (taking into consideration the desired spread of the additional observations).

Let us define a loss function:

\[ \text{LOSS}(S^*, \hat{S}^*) = \pi(S^*) - \pi(\hat{S}^*) \]

One may distinguish between 8 alternatives associated with its possible values, based on all possible combinations of the relationships between \( \hat{S}_0 \) and \( S_0 \), \( S^* \) and \( S_0 \), \( \hat{S}^* \) and \( \hat{S}_0 \). But, four of them can be disregarded, since \( \hat{a}, \hat{S}_0 \) are consistent estimates (being MLE) and therefore tend to \( a, S_0 \), respectively, so that:

\[ P_r(\hat{S}^* > S_0 \text{ and } \hat{S}^* \leq \hat{S}_0) \to 0 \]

(16)

\[ P_r(\hat{S}^* \leq S_0 \text{ and } \hat{S}^* > \hat{S}_0) \to 0 \]

(17)

The four remaining alternatives can be described as follows:

(a) \( \hat{S}_0 > S_0, \ S^* > S_0, \ \hat{S}^* > \hat{S}_0 \)

Substituting in (15) yields:
\text{LOSS}(S^*, \hat{S}^*) = \{R_1 a \left(\bar{s} + \frac{R_1 a + PK_2}{2PK_3}\right) + R_1 b_1 - R_2 \}

- \{R_1 a \left(\bar{s} + \frac{R_1 \hat{a} + PK_2}{2PK_3}\right) + R_1 b_1 - R_2 \}

- \{R_1 a \left(\bar{s} - \frac{R_1 \hat{a} + PK_2}{2PK_3}\right) - \bar{s} + \frac{R_1 a + PK_2}{2PK_3} - \bar{s}\}^2\}

= \frac{R_1^2 (a - a)^2}{4PK_3}

Similarly:

(b) \ \hat{s}_0 \leq S_0, \ S^* > S_0, \ \hat{S}^* > \hat{s}_0

\text{LOSS}(S^*, \hat{S}^*) = \frac{R_1^2 (a - a)^2}{4PK_3}

(c) \ \hat{s}_0 \leq S_0, \ S^* = S_0, \ \hat{S}^* = \hat{s}_0

\text{LOSS}(S^*, \hat{S}^*) = \{R_1 (aS_0 + b_1) - R_2 - P[K_1 + K_2 (\bar{s} - S_0) + K_3 (\bar{s} - S_0)^2]\}

- \{R_1 (aS_0 + b_1) - R_2 - P[K_1 + K_2 (\bar{s} - \hat{s}_0) + K_3 (\bar{s} - \hat{s}_0)^2]\}

= - PK_2 (\hat{s}_0 - S_0) - PK_3 [(\bar{s} - S_0)^2 - (\bar{s} - \hat{s}_0)^2]

(d) \ \hat{s}_0 > S_0, \ S^* = S_0, \ \hat{S}^* = \hat{s}_0
\[
\text{LOSS}(\hat{S}^*, S^*) = \{R_1(aS_0 + b) - R_2 - P[K_1 + K_2(\tilde{S} - S_0) + K_3(\tilde{S} - S_0)^2]\}
\]
\[
- \{R_1(a\hat{S}_0 + b) - R_2 - P[K_1 + K_2(\tilde{S} - S_0) + K_3(\tilde{S} - \hat{S}_0)^2]\}
\]
\[
= - (R_1a + PK_2)(\hat{S}_0 - S_0) - PK_3[(\tilde{S} - S_0)^2 - (\tilde{S} - \hat{S}_0)^2]
\]

Using indicator functions we write the loss function concisely as:

\[
(18) \text{LOSS}(\hat{S}^*, S^*) = \frac{R_1^2(a-a)^2}{4K_3P} \cdot I_{\{S^* > S_0\}} + \{- PK_3[(\tilde{S} - S_0)^2 - (\tilde{S} - \hat{S}_0)^2]\}
\]
\[
- PK_2(\hat{S}_0 - S_0) I_{\{S^* = S_0\}} - R_1a(\hat{S}_0 - S_0) I_{\{S^* = S_0\}} I_{\{S_0 < \hat{S}_0\}}
\]

where \( I \) takes values of 1 or 0 as follows:

\[
I_{\{\text{expression}\}} = \begin{cases} 1 & \text{expression true} \\ 0 & \text{otherwise} \end{cases}
\]

As \( \hat{S}_0 \) are random variables, the loss function is also random.

For given values of \( S_0, a, \sigma_1^2, \sigma_2^2 \), and for a given scatter \( \bar{S}_T \) of the observations \( S_1, ..., S_T \), the conditional expectation of the loss function is:

\[ \]
\( \text{LOSS} \left( \sigma^2_1, \sigma^2_2, a, S_0, S_{\infty} \right) = E[\text{LOSS} \left( S^*, \hat{S}^* \right) / \sigma^2_1, \sigma^2_2, a, S_0, S_{\infty}] = \)

\[
= \frac{R_1^2}{4K_3P} \int_{-\infty}^{\infty} (a - \hat{a})^2 dN(a, V(\hat{a})) I_{\{S^* > S_0\}}
\]

\[+ \left\{ -2k_3S \int_{-\infty}^{\infty} (\hat{S}_0 - S_0) dN(S_0, V(\hat{S}_0)) + PK_3 \int_{-\infty}^{\infty} (\hat{S}_0^2 - S_0^2) dN(S_0, V(\hat{S}_0)) \right\}
\]

\[
- PK_2 \int_{-\infty}^{\infty} (\hat{S}_0 - S_0) dN(S_0, V(\hat{S}_0)) I_{\{S^* = S_0\}} - R_1 a \int_{S_0}^{\infty} (\hat{S}_0 - S_0) dN(S_0, V(\hat{S}_0)) I_{\{S^* = S_0\}}
\]

\[
= \frac{R_1^2}{4K_3P} V(\hat{a}) I_{\{S^* > S_0\}}
\]

\[+ \left\{ PK_3 V(\hat{S}_0) - \frac{R_1 a}{\sqrt{2\pi} V(\hat{S}_0)} \right\} I_{\{S^* = S_0\}}
\]

Let \( G(\sigma^2_1, \sigma^2_2, a, S_0) \) be the joint prior distribution of \( \sigma^2_1, \sigma^2_2, a, S_0 \). Assume that these four variables are independent, and their marginal distributions known:

(i) \( P_r(\sigma^2_1 = d_1) = P_r(\sigma^2_2 = d_2) = 1 \)

(ii) \( a \sim U[\delta_1, \delta_2], \delta_1 \leq \delta_2 \leq 0 \)

(iii) \( S_0 \sim U[\Delta_1, \Delta_2], 0 \leq \Delta_1 \leq \Delta_2 \)

where \( d_1, d_2, \delta_1, \delta_2, \Delta_1, \Delta_2 \) are known.

Under these assumptions, the expectation of (19) will be:
Let us now calculate the profitability of acquiring additional observations \((S_1, Y_1)\). For a sample of a given size \(T\) let \(S^*\) be the scatter which minimizes (20). According to Yahav (see [21]) under the assumptions (i) - (iii):

(i) \(\sigma_1^2 = \sigma_2^2\)

(ii) \(S_0 \sim U[0, 1]\)

(iii) there is a continuum of observations,

the optimal spread will be according to the Beta \((\frac{1}{3}, \frac{1}{3})\) density:

\[
f_{\frac{1}{3}, \frac{1}{3}}(S) = \begin{cases} \frac{1}{S^3} \frac{1}{(1-S)^3} \frac{(5/3)!}{(\frac{1}{3})! (\frac{1}{3})!} & \text{if } 0 \leq S \leq 1 \\ 0 & \text{otherwise} \end{cases}
\]
(i) \( \sigma_1^2 = d_1 \neq \sigma_2^2 = d_2 \)

(ii) \( S_0 \sim U[\Lambda_1, \Lambda_2] : \)

\( \frac{1}{3} d_1, \frac{2}{3} - \frac{1}{3} \frac{d_1}{d_2} \) observations were taken in the vicinity of \( \Lambda_1 \), \( \frac{2}{3} - \frac{1}{3} \frac{d_1}{d_2} \) in the vicinity of \( \Lambda_2 \), and 1/3 uniform spread between the above two groups.

At this stage we have no proof that this spread will indeed minimize (20), and it is only an intuitive approximation to Yahav's result.

Finding the optimal spread is a complicated statistical problem, whose analytical solution would not be discussed here. However, the suggested spread (hereafter "spread I") was empirically compared with two other alternative spreads of additional observations.

Assume that \( D \) hectares of potatoes are grown in the region where the \((S_i, Y_i)\) observations were taken, with the same technology, soil and climate conditions. Let \( n \) be the number of additional observations to be taken and \( C_0(n) \) - the cost of their acquisition. With \( H(T, S^*_1) \) describing the situation a priori, the expected value of additional information - to the potato growers of that region - from \( n \) observations with spread \( S^*_{T+n} \) is:

\[
(21) \quad EVSI(n) = D[H(T, S^*_1) - H(T+n, S^*_{T+n})] - C_0(n) .
\]

The optimal number of observations, \( n^* \), can be determined by:

\[
(22) \quad EVSI(n^*) = \max_n EVSI(n) .
\]
Empirical Results

The empirical application of the above described analysis, to a potato growing region in the Northern Negev area of Israel, is presented below. The aggregate expected benefits to the region's potato growers, from improved response data are calculated and the optimal sample size is determined.

Based on the empirical estimates of the response-function parameters, the following approximate values were assigned to $d_1$, $d_2$, $\delta_1$, $\delta_2$, $\Lambda_1$ and $\Lambda_2$:

\[ d_1 = 0.1 = \hat{\sigma}_1^2, \quad d_2 = 16 = \hat{\sigma}_2^2 \]
\[ \delta_1 = -0.88 = \hat{a} + 0.21, \quad \delta_2 = -1.30 = \hat{a} - 0.21 \]
\[ \Lambda_1 = 4.5 = \hat{s}_0 - 1.5, \quad \Lambda_2 = 7.5 = \hat{s}_0 + 1.5 \]

Accordingly, the marginal a priori distributions are:

\[ Pr(\sigma_1^2 = 0.1) = 1, \quad Pr(\sigma_2^2 = 16) = 1 \]
\[ a \sim U(-0.88, -1.30) \]
\[ s_0 \sim U(4.5, 7.5) \]

The suggested "spread I" of additional observations was compared with two alternative spreads, "spread II" uniformly scattered in the range $s_0 = 4.5$ to $s_0 = 7.5$, and "spread III" uniformly scattered from $s_0 = 6.054 (\hat{s}_0)$ to $s_0 = 20(\hat{s})$. For $P=0.1[\text{dollars/m}^3]$, $R_1 = 161[\text{dollars/tonne}]$, $D = 2000[\text{ha}]$ (the Northern Negev, where this experiment was
conducted, is the main producer area of potatoes in Israel), and
\[ C_0(n) = 260 \text{ N[dollars]} \] (these expenses constitute 130 dollar/observation of direct costs + 130 dollars/observation due to the opportunity cost of the research personnel); the obtained values of EVSI(n) are presented in Table II.

[Table II about here]

Based on the results of Table II the following should be emphasized:

(i) "Spread I" is substantially superior over the two other spreads for all values of n. Based on "spread I", which is an intuitive approximation of Yahav's [21] findings, the estimated optimal sample size is \( n^* = 15 \) and the expected value of additional information is 23992 dollars.

(ii) Since some approximations were used and since the underlying statistical theory is mainly asymptotic and assumes the use of large sample, the results, which are based on medium size sample, must be regarded as approximate. Their main value is that they enable us to learn the order of magnitude of EVSI and to draw operative conclusions about the benefit of additional sampling.

(iii) The present level of knowledge of the potato growers in that region is relatively high and any improvement in production due to a better knowledge of the response-function is expected to be relatively small. Since a
TABLE II

The Expected Value of Sample Information (EVSI(n)) for the

Three Alternative Observations Spreads (Dollars)

<table>
<thead>
<tr>
<th>Number of Observations - n</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>15</th>
<th>18</th>
<th>21</th>
<th>24</th>
<th>27</th>
<th>30</th>
<th>33</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVSI(n), &quot;Spread I&quot;</td>
<td>14364</td>
<td>17185</td>
<td>22290</td>
<td>23658</td>
<td>23992</td>
<td>23898</td>
<td>22993</td>
<td>21058</td>
<td>19902</td>
<td>19600</td>
<td>19216</td>
</tr>
<tr>
<td>EVSI(n), &quot;Spread II&quot;</td>
<td>4610</td>
<td>8843</td>
<td>11277</td>
<td>12782</td>
<td>13614</td>
<td>14133</td>
<td>14398</td>
<td>14482</td>
<td>14424</td>
<td>14272</td>
<td>14032</td>
</tr>
<tr>
<td>EVSI(n), &quot;Spread III&quot;</td>
<td>6562</td>
<td>9149</td>
<td>11253</td>
<td>13550</td>
<td>14631</td>
<td>15467</td>
<td>16330</td>
<td>16738</td>
<td>17022</td>
<td>16742</td>
<td>16298</td>
</tr>
</tbody>
</table>
short run optimization model was assumed, the results might be regarded as downward biased: actually, improved estimates of the response function's parameters may contribute to the region farmers' benefits for more than one growing season. It should be expected, however, that multi-period optimization model (with soil salinity as dynamic state variable), may yield a higher values of ESVI.

SUMMARY

The estimation of the "response function" of a given crop to soil salinity and the calculation of the expected value of additional information on the parameters of this function are important steps in the process of decision making, regarding irrigation with saline water under conditions of uncertainty.

A method for the estimation of a "response function" following Maas and Hoffman's (1977) specification was developed and the stochastic properties of the estimated parameters were discussed.

An optimization model for the determination of the optimal quantity of water from a given source needed to leach the soil was formulated. A loss function was constructed, its possible states were defined and its expectation derived.

Finally, the expected value of sample information (EVSI) on the response function parameters was calculated. The optimal sample size was determined, with regard to the preferable spread of the additional observations.
The empirical results are depending on the physical data and the assumptions made and are therefore relevant to the region under consideration. Although the procedures introduced are quite complex, once a computer program is written, they can be applied to other crops and regions at a relatively low cost.

There are at least two directions for possible extension of the analysis: (i) Computing expected value of sample information (EVSI), in a long-run analysis, referring to the water-soil-crop farm system over a sequence of several irrigation seasons, taking into consideration the long-run soil-leaching process. (ii) Computing EVSI for a single crop within a multi-culture farm framework, with several crop alternatives, several water sources differing in quality, quantity and prices, and several fields differing in area and initial salinity (Feinerman, 1980). The analysis presented in this paper can serve as a building block in such extended analyses. Its main advantage seems to be in providing conceptual and methodological framework to investigate the problem as well as an efficient tool for empirical analysis.
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FOOTNOTES

4 Deleting the first two and the last three observation intervals eliminates the possibility \( \hat{\sigma}_1 = 0 \) or \( \hat{\sigma}_2 = 0 \) which would make (7) equal infinity for any \( \hat{S}_0 \) in these intervals.

5 All the monetary values are at January 1978 price level.

6 The observations \( Y_i \) are normally distributed, the prior density function is everywhere positive, and the loss function is proportional to the squared error. It is therefore asymptotically true that Bayes estimates (the parameter estimates which minimize the expected loss) are identical to the MLE, (e.g. [2]).

7 Based on (16) and (17), one may disregard the case \( S^* < S_0, S^* > S_0 \). Hence, the loss function for (b) should be the same as the loss function for (a).

8 Based on conversations with soil researchers and our a priori knowledge, we believe that it is possible to assign closed intervals to the unknown true parameters. Since we are not able to assign different probabilities to subset lengths of the above mentioned interval, we assume prior uniform distributions.

9 The optimal EVSI (23992 dollars/region) found in Table 2 constitute less than one percent of the total revenue of the potato growers.
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Figure 2: The Estimated Response Function of Potatoes.

Figure 3: Quantity of Leaching Water (Q) as a Function of the Target Soil Salinity (S) (Initial Soil Salinity $S = 20$ meq Cl/L).
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