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ENT l'ODUCTRON

The use of land as an economic activity has long been a central theme in

economics. From issues of land as a productive input and scarce resource to property

rights and the role of institutions, the question of land use has spawned a vast and diverse

portfolio of research and economic thought. In analyzing the connections between land

use and the environment, this chapter takes a different approach from much of this

literature. The focus is not land use, per se, but how economists have thought about land

use change, specifically in the context of the link between land use and the environment.

A narrow interpretation of the land use—environment link would consider only the

question of how the amount and pattern of land use affects ecological systems. We take a

broader perspective by also including a discussion of the characteristics of land use

pattern that are directly valued by individuals, such as open space and other landscape

amenities. While consideration of such landscape amenities does not necessarily have an

ecological basis, the two perspectives are so intimately intertwined in policy motivation

and modeling as to be effectively inseparable. The bread I of our discussion on land use

change is quite limited in other ways, however. The literature that relates to land use is

voluminous, as is the list of policies that affect land use decisions either purposefully or

uninte tionally. Here we restrict our attention to the land use—environme t literature

relevant to the U.S. and Europe, with obvious weight given to the former. We focus on

what we see to be the most pressing current problems, and limit our discussions to the

policies and the literature of the last 10 or 15 years. Our treatment of the problem is

tailored to hig ight a few themes that have emerged from the recent literature. These are

themes that we believe will likely influence land use research over the next several years.

Land Use and Eceogicall Systems

Land use/land cover change is generally considered to be the single most

important factor affecting ecosystem he.lith (Hunsacker and Levi e, 1995). Changes in

land cover alter the fluxes of mass and energy in the ecological system, which has
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consequences for ecological structure, functioning, and the flow of ecological goods and

services. The existing scientific literature on the connections between the amount and

pattern of land use and the functioning of ecosystems is extensive. Here we briefly

summarize the principal links and refer to some general sources that can provide greater

depth.

Before proceeding, we draw an important distinction between land use and land

cover. The former denotes humans' employment of the land, e.g. crop production,

grazing, logging, urban development, while the latter denotes the physical and biotic

characteristics of the surface, e.g. forest, homogenous or heterogeneous vegetation,

asphalt, ice (Meyer and Turner, 1992). Land cover is considered the essential

determinant of ecological structure and function,' but land use determines land cover to a

large extent. In addition, land use is important in assessing ecological impacts because it

signals the nature of the human interaction with the environment. Even the very act of

land use change can have systematic effects. Examples include biomass burning, which

generates air pollution and greenhouse gas emissions, and clearing and excavation, which

contribute to soil erosion and sedimentation.

One of the primary connections between land use and ecological impacts is the

discharge of nutrients, toxics, or other substances that are generated by a specific use of

the land. Agricultural land, at least in developed countries, is often associated with

discharges into surface and ground waters of pesticides and herbicides, high levels of

nutrients from fertilizers and manure, and fecal coliforms, as well as discharges of

methane and N20 into the air. Frequent cultivation of agricultural land provides a natural

transport of chemicals and nutrients through soil erosion and sediment transport. This

process leads to sedimentation of streams and changing hydrology. Where agriculture is

fed by irrigation systems, salinization can result in serious soil degradation. Agricultural

irrigation represents the principle source of water loss from the natural system and can

1 Climate affects land cover change and vice versa, but it is often argued that land cover rather than clima
te

has the most effect on the ecology of the planet (Dale, 1997).
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lead to arid conditions downstream as well as groundwater depletion (Riebsame. Meyer,

and Turner, 1994).

Likewise, urban land is associated with discharges of nutrients and fecal coliforms

from sewage, and of toxics and heavy metals from industry and transportation

infrastructure. Urban systems are characterized by impervious surfaces that prevent

precipitation from infiltrating soils and collect such contaminants as petroleum products

from vehicles and chemicals used in winter road treatment for direct deposition into

surface waters. Also, irrespective of the contaminant flows, extensive paved surfaces

alter the hy • ' °logical regime, increasing the variance in stream flow. The latter leads to

soil bank erosion and to alterations in the aquatic habitat.

Both urban and agricultural systems have obvious impacts o the abundance and

diversity of flora and fauna. Both landscapes are notably inhospitable to a broad range

of wildlife and vegetation. Where vegetation exists, it is often monoculture or non-

native, placing high water and nutrient demands on the system. Where human

engineered landscapes exist, natural ones do not. Intensive urban and a!'t Icultural land

uses come at the expense of forest, grasslands, and wetlands, and each of these provides

functions of value to the broader ecosystem. Forests play an important role in carbon

cycling and nutrient removal. Wetlands and o er riparian areas have been identified as

some of the most productive areas of the planet. Riparian areas support an unusually

diverse array of species and environmental processes. Small scale variations in topology

and soils are exacerbated by the natural variation in water levels , i ,d stream flows,

making these areas extremely heterogeneous and complex over small geo aphical

extents. parian and wetlands areas serve as sediment traps and, in doing so, can reduce

contaminant discharges into streams and coastal areas. Natural riparian areas help

maintain stream flows and stabilize shorelines, providing storm and flood protection.

Human interventions through damming and drainage or direct elimination have

simplified these systems and reduced their ability to perform these functions (Naiman,

DeCamps, and Pollock, 1993).
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It is not just the land use or land cover per se that determines ecological impacts.

The ecological consequences of human activities are also determined by the pattern, and

not just the amount, of land use/land cover. The field of landscape ecology, which

studies the relationship between landscape pattern and ecological processes, treats

landscapes as spatially heterogeneous, environmental mosaics (Turner, 1989). The

ecological processes of a system are in part determined by its landscape pattern, e.g. the

flow of matter and nutrients across the landscape is a function of its spatial pattern. For

example, consider the interaction of natural and agricultural landscapes. Since natural

vegetation can remove nutrients from a system, the spatial coupling of natural and

agricultural landscapes within a watershed can significantly reduce the adverse effects of

the latter.

Spatial pattern also affects regional abundance, movement, and distribution of

species. Patch size and shape, as well as habitat connectivity, dictate which species will

survive in a region. Interconnections are undisturbed corridors through which species

can and will move. They can be supplied by something as simple as a hedgerow and

destroyed by a pipeline or road. Habitat connectivity determines the ability of many

species to move between desirable habitat patches and, as a consequence, has an effect on

the survival of some populations. Different species are differentially dependent on these

corridors and thrive in different types of habitat mosaics, depending on such factors as

amount of contiguous natural habitat and edge-to-interior ratios.

Likewise, the relative magnitudes of the various problems caused by urban

development depend on the pattern of development. For example, low density sprawl

may not involve substantial increases in impervious surfaces, but will generally be

serviced by septic fields rather than sewage treatment, increasing per capita nutrient

loadings and fecal conform discharges. Because it generally occurs in areas well outside

urban centers, low density sprawl implies long commuting distances, a high number of

vehicle miles, and consequently air quality degradation. In addition, low density sprawl

fragments the landscape in ways that will be detrimental to some species and beneficial to

others, but those that benefit are rarely among the endangered or threatened.
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Landscape Amenities

e ecological services and functions that are affected by land use/land cover

have obvious if not always direct impacts on humans. These effects include climate

change, air and water quality, water quantity, storm and flood protection, soil

productivity, biodiversity, and wildlife abundance. These are not the only ways in which

land use/land cover affects humans, however, and they are not the only motivations for

the policy interventions that will be discussed in the next section. The spatial

arrangement of people relative to each other, to sites of human activity, and to natural

landscape features has enormous effects on the quality of life in a region. Different

landscapes afford different recreation. 1 , experiences — both in type and in quality. They

also embody different levels of aesthetic value and reflect, in differing amounts, a

people's cultural heritage. Lastly, urban settlement patterns can generate a host of

positive and negative spillover effects themselves that may influence an area's quality of

life. Some spatial configurations of urban development generate positive spillover effects

by fostering a sense of community while others degrade the character of the community

or produce congestion.

The fact that people might be willing to pay for increases in landscape amenities

and pay to avoid increases in disamenities m,lhes these landscape features of importance

to economists. The fact that landscape ame sties and disamenities are often interrelated

with environmental factors make them important for this chapter. In the remainder of

this section we review some of the economics literature that provides evidence of

people's willingness-to-pay for different landscapes. We give special attention to those

studies designed to measure the value of landscape amenities in the context of

agricultural land, for reasons that will become clear in our policy discussion.

The literature that links locally undesirable land uses with depressed property

values is extensive (for a recent review, see Farber, 1998). While the fact that the effect

on housing prices can be documented empirically is certainly important to our argument,

the types of land uses addressed in this literature .ie specific facilities such as landfills or
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chemical plants. For a number of reasons it will not be these "point sources" of

environmental and amenity effects that will be of most interest to us in this chapter. but

rather the pattern of land use and the interaction of that pattern with the environment.

Far fewer studies have tested whether the pattern of land use in the neighborhood of a

house affects its property value, although a growing number address this question (e.g.

Bell and z ockstael, 1999; Bockstael and Bell, 1998; Garrod and Willis, 1992a; Garrod

and Willis, 1992b; Geoghegan. Wainger, and Bockstael, 1997; Leggett and Bockstael,

1999). The evidence from these papers is inconclusive. Garrod and Willis test whether

different types of forests affect neighboring housing prices and find evidence that this is

so. The study is limited for our purposes. since it does not reveal whether woodlands

relative to other land uses are valuable as neighbors. The remaining papers investigate

the determinants of housing prices for different purposes. but in the process explore

whether, in the immediate vicinity of a housing parcel, the proportions of surrounding

land in each of different land use categories (agriculture, forest, low density residential,

high density residential, commercial/industrial) affect price. The results are mixed and

depend on whether the houses are in predominantly urban, suburban or rural areas, since

marginal additions to surrounding open space may be valued highly in suburban areas,

but not in rural areas. The hedonic model is problematic for determining the value of

different surrounding densities of development because of an inherent endogeneity

problem. Even if open space is a desired amenity, open space will be rare in areas where

development values are high because in these areas open space will have a high

opportunity cost.

Landscape amenities do not accrue solely to immediate ne1 bors. City and

suburban residents may have high values for agriculture or wooded land in their region.

To test for t s, several authors have investigated, in a more direct way, whether

individuals value features of the landscape. In a series of papers, Kline and Wicheins

(1994, 1996a, 19961)) examine agricultural preservation programs in the northeast U.S.

Citizens were found to be willing to support these preservation programs for several

reasons, including (in order of importance): protecting groundwater, wildlife habitat, and

natural places; providing local fresh produce; preserving rural character and scenic
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beauty; slowing development: and providing public access. The authors found that

support for farmland preservation programs was greatest in those counties experiencing

the largest increases in population and in housing and property values.

This result is borne out by contingent valuation studies used to estimate the

amount people would be willing to pay to preserve land in agriculture. Halstead (1984)

and Beasley, Workman and Williams (1986) estimated significant bids that rose to about

$150 per household from about $50 when the replacement for agriculture was

hypothesized to be high density rather than low density development. Two other studies

report considerably lower values for farmland protection. ergstrom, Diliman, and Stoll

(1985) estimate an average willingness to pay per household of only $5 for protecting

half the prime a O' cultural land in a county in South Carolina, and Ready, erger, and

Blomquist (1997) an average per household per farm preservation bid of less than 50

cents for horse farms in Kentucky. In both these cases, the current development levels

were not as high as in the northeast and the density of the hypothetical new development

was not specified in the contingent instrument.

A few studies in Europe have explored preferences for preserved agricultural

land, but here the alternative is either an alternative agricultural method or abandonment

and re-growth in natural vegetation. Pruckner (1991) found that tourists i the

mountainous areas of Austria visited the areas for "environmental and countryside"

reasons, but their bids per day of travel to preserve the farmland landscapes rather than

have these farms abandoned were quite small. I contrast, Drake estimated average bids

of 541 SEK ($70) per person to prevent half of all Swede 's agricultural land from

returning to dense spruce forest. Faced with a choice among agricultural methods,

individuals valued the traditional sparsely wooded pasture of Sweden more highly than

cultivated pasture and the latter more than cropland. Motives for support included (in

order of importance): nature conservation, aesthetics, recreation, and cultural-historic

values.
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As an indication of the importance of this question in Europe, the Commission of

the European Community sponsored a workshop in 1993 focusing on the economic

valuation of benefits from "countryside stewardship." Included in these proceedings is a

paper by Watkins (1994) that attempts to define the illusive concept of "landscape

amenities" with reference to the interplay between natural characteristics and historical

human activity that generates the regional variability of the European landscape. Merlo

and Della Puppa (1994) and era (1994) review studies, in It ,y and Spain respectively,

that have attempted to value traditional agricultural or forest landscapes; Willis ( 1994)

and Dubgaard (1994) report contingent valuation results for farmed landscapes in the

Yorkshire Dales of England and Mols ijerge in Denmark, respectively. This collection

of studies documents the rising importance of landscape amenities to the European

populace as per capita income and leisure time increase, and identifies preferences for

wild or more natural agricultural landscapes over planned or intensively cultivated ones.

el

While the willingness to pay estimates would not all bear close scrutiny, the

results do suggest that landscape amenities are commodities wi value for humans.

Exactly what people are seeking to gain when they support programs to protect rur

landscapes, and whether these are bids for agricultural landscapes or just open space, is

still unclear. A few general results emerge that are expected, but significant: (1) bids for

landscape amenities are found to be highly responsive to income and education,2 and (2)

preferences for landscape depend on location and alternative land use.

THE P LICY ENVIRONMENT SF LAND USE CHANGE

To Americans, the most striking feature of European landscapes is the relative

absence of residential sprawl. While the historical roots of these landscape differe ces

may be quite complex, primary reasons include Europe's earlier recognition of the costs

of unregulated land use decisions and the relative strength of constitutionally protected

property rights in the U.S. In addition, the relatively low population to land ratio in the

2 Not all the studies reviewed tested this hypothesis, but the result is robust for those studies that did.
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U.S. has delayed the onset of serious externalities and encouraged dependence on the

automobile and accompanying spatially extensive activities. 'Where the existence of

externalities has become an issue, the 5th amendment of the U.S. Constitution has often

served to discourage public entities from wresting control of property rights from

individuals.3 Despite such differences, the two continents share a considerable

commonality in land use concerns — and even policy.

The network of policies designed to affect the amount and pattern of land use in

both the U.S. and Europe is complex, often indirect, and dependent on perceived property

rights. Types of activities for which spillover effects are sufficiently large are

constrained in their location possibilities. An extreme example is the siting of noxious

facilities.4 But even in the U.S., more benign industrial operations are restricted to

specifically zoned locations and cannot be undertaken at the owner's discretion.

Similarly, government programs on both continents have succeeded in protecting some

lands from substantive human impacts by designating them as environmentally sensitive

areas. In locations where human activities are perceived to generate excessive

e vironmental damage, public policies have tended toward withdrawing specific property

rights from the private sector and granting these activities only by some form of

permitting, as with wetlands. More often. public policies aimed at affecting land use do

so by providing incentives or disincentives to individual landowners. Land use decisions

are also affected by policies designed to address completely different social concerns

whose unintended consequences for land use change can be severe.

An attempt at a succinct discussion of the policies that affect land use in the U.S.

and Europe is doomed to failure. Almost every conceivable public policy has some

effect, however indirect, on land use decisions. In addition, many of the policies that are

designed to affect land use decisions directly are specific to localities. In the U.S., most

See Miceli and Segerson (1997) for a thorough discussion of the "takings" issue.
In this chapter we do not attempt to cover the siting of noxious facilities literature. A recent review of the

locally undesirable land use literature can be found in Farber (1998). In addition, a series of papers

published in the Journal of Environmental Economics and Management address the issues of efficiency and

fairness (see, for example, Ingberman (1995); Kunreuther, Kleindorfer, Knez, and Yaksick (1987);

O'Sullivan (1993); Opaluch, Swallow, Weaver, Wessells, and Wicheins (1993)).
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land use authority rests with the local governments, although increasingly states are

taking a role in planning and policy implementation. Likewise in Europe, EU directives

may encourage member states to implement certain types of policies, especially those

made more effective by inter-nation cooperation, but land use planning is largely left to

the individual member states. On both continents, however, policies that affect land use

indirectly often originate at "federal" levels of government. These include many wildlife

and environmental initiatives. But it is probably through agricultural policy that the

"federal" levels of government exercise the most influence on land use pattern and

change.

The diversity of programs over states and countries is so great as to make

discussion of the details impractical. In outlining the policies that influence land use

decisions, we indulge in considerable generalization. In addition, we restrict discussion

to those policies that affect the conversion of land from one use to another and omit those

that affect practices given the particular land use. For example, we will be interested in

policies that encourage or discourage urban development of agricultural land, but will not

be interested in best management practices designed to alter the amount of run-off

generated by agricultural operations.

This distinction is easier made in theory than in practice. To the extent that

policies may encourage a different type of agriculture or a different density of residential

use, it is important for ecological reasons to distinguish among these. Broad categories of

land use do not map perfectly into land cover, and it is often land cover that ultimately

determines ecological impacts. Low intensity grazing land can behave, in an ecological

sense, more like grasslands than agricultural cropland; and very low density residential or

hobby farms may behave more like forest or pasture than like higher densities of

residential use. Given the breadth of policies that could co ceivably alter land use

decisions, we proceed with some trepidation, focusing on those that have received the

most attention in the literature.
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Containbmg Urban Devellopment

Compared to the U.S., land use is heavily regulated in Europe. In most European

countries landowners must obtain permission from local authorities to change land use.

Extensive comprehensive planning frameworks exist that are integrated over levels of

goverment from the national and provincial to the local. One notable result of this

process is the protection of rural lands from urban development.

The Town and Country Planning Act of the U.K. is an example of landscape

protection legislation in Europe. Since the 1940's the rights of land development outside

urban areas have been nationalized. Rural land, synonymous in Europe with agricultural

land, generally can not be developed without permission from local planning

commissions, following the directives embodied in national policy. Controls on

development are especially restrictive in greenbelts around urban areas. Policies of urban

containment that involve more or less extensive layers of bureaucracy can also be found,

among others, in the Scandinavian countries, Germany, France, and The Netherlands

ramsnaes, 1992).

The public sector's ability to control development in the U.S., especially for

residential use, has historically been limited. Land use regulation is largely in the hands

of local governments. As a result, land use control, to the extent that it has been practiced

at all in the U.S., has been fragmented and idiosyncratic in nature. States are slowly

assuming more authority in the land use control arena, but, consistent with the diverse

character of states, the pattern of state intervention is uneven. Examples range from

Oregon, widely viewed as aggressive in forcing localities to comply with a more uniform

and restrictive land use regulation p ilosophy, to Texas, which discourages its localities

from interfering in private property rights at all.

Substantive interest in growth control in the U.S. dates back to the 1970's. This

"first wave" of activism had as its motivation the environmen consequences of land

use change, where this change endangered specific environmental resources viewed as

either valuable or fragile or both. Concerns over traffic congestion, and more recent
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concerns over the loss of open space and rising costs of public infrastructure, have

spawned a new wave in growth control legislation. Currently, more than a dozen states

mandate local comprehensive plans statewide (Burby and May, 1997).

This second wave, which has gained an unprecedented amount of attention, is

motivated as much by the pattern as the amount of growth. In 1998, a record number of

political elections turned on growth control issues and some 15 state governors advanced

"Smart Growth" legislation. The term "Smart Growth" has become synonymous with

policies that reduce incentives for sprawl development (incentives such as transportation

subsidies and public utility extensions) and attempt to redirect both the location and

density of new development. According to "Smart Growth" proponents, preferred

development patterns are those that preserve large contiguous greenspaces and

concentrate residential uses in areas where public services can be provided most

efficiently. The "Smart Growth" vision has been embraced at the federal level as well;

the Environmental Protection Agency has instituted a "Smart Growth" website5 and

supports growth management strategy workshops. A $10 billion federal bond program

has been announced to help communities preserve green space, reduce traffic congestion,

protect water quality, and clean up abandoned industrial sites (brownfields). Land use

regulation, once a topic avoided by U.S. politicians and relegated to isolated local

debates, has emerged as a key political issue at all levels of government in the U.S.6

Despite growing concerns, there are relatively few direct means for localities to

constrain growth and direct its pattern. In the U.S., instruments that directly affect the

development pattern include zoning and rationing or delaying the issuance of housing

permits. The latter include capping the number of new permits issued per year or placing

a temporary moratorium on new permits based on the capacity of the public infrastructure

through adequate public facilities legislation.

5 This website can be found at http://www.smartgrowth.org/index.html 
6 See "The New Politics of Urban Sprawl," New York Times, November 15, 1998; "On 2 Coasts, a Search
for Limits to i e Sprawl that Appalls", Washington Post, March 5, 1995; "Urban Sprawl Strains Western
States", New York Times, December 29, 1996; "Green, More or Less", Washington Post, March 25, 1997
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Local governments have attempted to discourage development in rural areas by

increasing minimum lot sizes. charging impact fees. and/or withholding public utility

provision, thus lowering the net returns to residential development in these areas. Where

increases in minimum lot sizes are not sufficient to make development unprofitable,

however, large minimum lot sizes merely exacerbate the trend towards low density

sprawl and fragmentation.' Wit olding the provision of public utilities is a related

mechanism aimed at discouraging development beyond some urban boundary. However,

because public health regulations generally limit the density of development when

dependent on private wells and septic fields, the pattern of low density development is

again reinforced.

Where zoning ordinances have been sufficiently restrictive to preclude profitable

development, they have faced legal challenges. The famous "takings clause" of the 5th

Amendment to the U.S. Constitution specifies that the government shall not take private

property for public use without just compensation. Public actions that significantly affect

the value of property can be challenged on this basis. For the most part, courts have

upheld governments' rights to impose zoning (Miceli and Segerson, 1996), but dramatic

"down-zoning" that imposes huge losses on landowners by increasing the minimum lot

size for residential development has been challenged.

Transferable development rights (TDR) pro. Iams seek to mitigate these losses by

granting to landowners a given number of development rights per acre in conjunction

with "down-zoning." These development rights can not be used to develop their own

property but can be sold in TDR markets to developers who need to obtain these rights if

they wish to develop at a hi er than ilowable density in other, predetermined•

"receiving" areas targeted for development. While appealing in principle, TD markets

have proven difficult to establish. Administrators encounter problems ensuring that the

development rights have sufficient value to compensate for the losses imposed by down-

In part to counter this, some localities have required clustered development, which limits the number of

dwelling units on a large parcel and requires that all units be clustered in one section of the parcel. The

results are reduced fragmentation and increased open space amenities within the parcel, but the
development may still be a noncontiguous "island" within a rural landscape.
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zoning. Finding receiving zones where developing at higher densities is both valuable

and acceptable to existing residences has been problematic. Both the strength and the

weakness of TDR's stem from the localized nature of the development externalities and

the resulting distributional implications.

Targeting Ecologically Sensitive Lands

In addition to the long history of federal acquisition of public lands, a number of

protection policies at the state and federal levels now target land viewed as ecologically

val able. Intervention in these cases often involves a stringent permitting process or

outright removal of these environmentally sensitive lands from the private development

market. Many protect the coastal zone where pressures for development are especially

keen and healthy ecosystems especially productive. Examples of protected areas within

which development is severely restricted include the Maryland's Critical Areas Zone

along the Chesapeake Bay and the Pinelands in south central New Jersey.

The most obvious example of direct federal intervention into land use regulation

is wetlands permitting. Section 404 of the Clean Water Act precludes discharges of

dredge or fill into wetlands without permits. Drainage is not explicitly covered in the Act

and some categories of wetland disturbance receive statutory exemptions, including

"normal farming activities." Permit requests are allowed or denied based on the social

importance of the project, its dependence on the water, and the degree to which the

project would impose impacts on the physical, chemical, and biological characteristics of

the aquatic ecosystem. The effects on human use must also be assessed, including the

impacts on water supplies, recreational and commercial fisheries, recreation, and

aesthetics. Those projects that are permitted are required to minimize wetland impacts.

Where impacts remain, wetlands mitigation is required. Once again, denial of permits

has occasionally been challenged as a "takings wt out just compensation," since denial

is equivalent to the confiscation of potentially valuable development rights.

Considerable discussion has centered on "wetlands mitigation," defined as the

creation or restoration of wetlands as compensation in kind for their destruction
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elsewhere. While in principle meeting the "no net loss" of wetiands8 mandate, mitigation

has been criticized for failing to provide equal wetlands services to those that are

destroyed. Since location is of central concern in ecological systems, creation or

restoration of wetlands may be least costly where they are already in abundance, and

wetlands of low functional quality may be the easiest to produce. Mitigation success

rates have been questioned and post-construction monitoring has been i equent,

bringing this process into further dispute.

Wetlands mitigation banking is a means of solving some of these problems.

Under this new policy, large sites for the creation, restoration, or e =cement of

wetlands are identified in watersheds where development is expected. In order to obtain

permission to develop a wetlands site, a developer must have already acquired credits

from investment in a completed rehabilitation site in the same watershed. The number of

credits earned depends not only on the number of acres of wetland restored or created but

also on the success of the project and the resulting quality of the wetland, measured in

number of species and/or functions (Fernandez and 1(.1 s, 1998). A fair amount of

evidence exists that wetlands diversity and resilience increase wi size. Since wetlands

creation is probably characterized by decreasing average costs at least over relevant

ranges, it is more efficient to mitigate for wetlands loss by pooling investments of many

firms in one large project. Mitigation banking involves uncompensated costs for the

public sector, in terms of planning, designing and assessing these projects. Nonetheless,

it may be a much more reliable and cost efficient means of meeting a "no net loss"

wetlands goal.

The Nvotal olle of Agricalliltuze hn the Landscape

From the perspective of land use change, agriculture plays a pivotal and

seemingly schizophrenic role. In bo the U.S. and Europe, a host of policies are

impleme ted to keep land in farming, many justified explicitly on the basis of the

positive externalities generated by agriculture. At he same time, a vast an-ay of

A "no-net loss" wetlands policy goal has been embraced at the national level in recent years. The goal is

to create new wetlands whenever existing wetlands are destroyed throu• development.
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programs are in place to encourage the movement of land out of active or intensive

agriculture, justified explicitly on the basis of agriculture's deleterious environmental

impacts.

These apparent, and often real, inconsistencies in policies arise because

agriculture is indeed the generator of both positive and negative externalities. The net

effect of these activities on society depends on how agriculture is practiced, as well as the

alternative land use that would arise should agriculture disappear. Where land markets

operate relatively freely, the externalities of land use are not internalized. In this case,

and particularly if pressures for development are great, alternative land uses to agriculture

are often perceived as imposing greater net non-market costs on society than farming

itself. Where land markets are extensively circumscribed or development pressures low,

the residual claimant of the land may be natural vegetation. In these cases, the negative

environmental impacts of agriculture stand in sharp contrast to their alternative.

Urban development in many parts of the U.S. is perceived to be occurring at the

expense of agriculture. In part, this is because some of the same physical characteristics

(e.g. permeability, slope, and geological structure) that m es land particularly

productive in agricultural also makes it desirable for residential use. It is also cheaper to

develop a farm than a forest, since the latter often involves large clearing costs. Many

state and local governments have implemented programs to discourage farmland

conversion. These policies are motivated by a desire to preserve the loc.' i farming sector,

occasionally justified by a desire for regional self sufficiency, but more often to protect

the landscape amenities that farms are perceived to provide. Legislation exists in all fifty

U.S. states allowing localities to grant property tax relief to agricultural lands (where

these include forested lands in some states). By enrolling in a preferential tax policy

plan, agricultural property can be assessed at use value ra er than at its "highest and best

use."9 Tax relief programs have typically been viewed as a distortionary policyl° and are

9 Once enrolled, farmland that is subsequently sold for development is sometimes subject to a complete or

partial rollback penalty.
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generally believed to have had little success in retarding development of agricultural

lands (Buist, Fischer. Michos, and Tegene. 1995).

Because of this, state and local governments have sought more direct means of

preserving farmland. In approximately 15 states (mostly in the northeast and mid

Atlantic regions), voluntary "purchase of development rights" (PDR) programs exist

through which farmers can sell their development rights to the public sector. Once again,

initial justifications for these programs focused on maintaining the viability of a local

farming industry, but, as we discussed in the introduction, current programs probably

gain their support because they are perceived as containing urban sprawl and providing

open space, scenic values, and wildlife habitat.

The provisions of these programs vary dramatically, but programs usually

preserve land permanently and forbid non-agricultural activities. In most cases, only the

development rights are sold and no public access is conveyed. The maximum price paid

for the easement is linked to the market price of the land, net of its assessed value in

agriculture. Limited budgets often force age cies to choose among landowners' offers.

Criteria include quality of agricultural land, amount of preserved land in the surrounding

area, e vironmental benefits, and bid discounts offered by farmers.

In some areas the value of the development rights of a farm will be substantial. It

often represents the farmer's retirement package, his major and sometimes o ly asset.

Long before the optimal time for development (even from a private ra er than a social

perspective), the speculative component of he value of farmland can be considerable.

ecause of this substantive component, e death of a landowner can lead to the

premature conversion of farmland if heirs cannot pay the inheritance tax. Likewise, entry

10 Some recent studies have cast this preferential tax policy in a more favorable light. A number of "costs
of sprawl" studies have found that the cost of providing public services relative to every dollar of revenues
is higher for residential use than apiculture or industrial uses (American Farmland Trust, 1992 and 1994;
Vance and Larson, 1988; Carroll County Bureau of Planning, 1996; Cecil County Office of Economic
Development, 1994). However, these studies have been called into question by a number of economists,
who point out that these estimates do not take into account the indirect fiscal benefits of new residential
development to a community.
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into farming in such an area can be foreclosed because of the high initial investment costs

of land acquisition. These considerations contribute to the complex market forces that

surround land use conversion in rapidly growing areas. They also complicate the tax

implications of PDR programs, which tend to reduce ultimate estate or inheritance taxes,

but increase current capital gains taxes, unless payouts are extended over several years.

In contrast to these programs which seek to keep land in agriculture, many

policies in both the U.S. and Europe focus on containing the negative effects of intensive

agricultural practices on ecosystem functioning and landscape amenities)' In the mid

1980's, governments in the U.S. and Europe began concerted efforts to encourage

farmers to practice less environmentally damaging practices. Our discussion is limited to

those policies aimed at affecting the land use/land cover of rural lands, i.e. those that

discourage the extension of farming into previously uncultivated areas and those that

encourage the reversion of arable land to traditional farming practices or to natural

vegetative cover.

The Swampbuster provision of the 1985 Farm Bill and the 1986 Tax Reform Act

are examples of such policies in the U.S. The first denies agricultural program benefits to

farmers who drain wetlands; the latter prohibits capital cost tax deductions for drainage

activities. The 1985 Farm Bill also established an incentive scheme for conserving

environmentally sensitive land. Aimed initially at highly erodible land, the Conservation

Reserve Program is a voluntary, lo g-term (10-15 years) land diversion program that

includes secondary objectives of improving water quality, reducing off-site

sedimentation, creating wildlife habitat, and curbing surplus production. Most recent

authorizations have given greater weight to e secondary objectives. Farmers receive a

rental payment plus half the cost of establishing permanent vegetative cover on the land.

Similarly, the Wetlands Reserve Program, established by the 1990 Farm Bill, pays for

restoration of wetlands previously converted to agricultural uses.

11 As we will see in the next section, ai icultural support policies can exacerbate these negative
externalities by encouraging intensification of production activities and extension of cultivation into
marginal and fragile lands.
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Concern over water pollution and the destruction of habitat by agriculture led to

similar initiatives in Europe at around the same time. Although individual member

countries implemented earlier programs, two European Community Directives (797/85

and 2328/91) have led to the establishment of Environmentally Sensitive Areas (ESA's)

in sever European countries. These directives encouraged (but did not require) member

states to establish ESA's within which farmers could be subsidized to practice

"traditional" farming methods. The U.K., with over 2.2 million hectares in ESA's by the

mid-1990's, has made the most use of this subsidization scheme. Participation in the UK

program is open on a voluntary basis to farmers who farm in designated ESA's. Within

any designated area, all farmers receive the same flat payment per hectare for adopting

prescribed farming practices directed towards the preservation goals of the region. These

might include preservation of rare flora and fauna, protection of geological features,

enhancement of natural beauty, and protection of historical landscape features. ESA's

are designated on the basis of ecosystems such as the moorlands of Dartmoor and the

Peaks District, the grasslands of the Suffolk Valleys, or the lowland heath of East Anglia

(Whitby and Lowe, 1994).

The Agri-Environmental Directive (2078/92) of 1992 is, in contrast, compulsory

for member states and requires members to implement programs to aid farmers in

undertaking activities with environmental and rural amenity value. Likewise, an

afforestation directive (2080/92) authorizes payme ts made to farmers to convert

marginal lands to forest. These agri-environmental programs have arisen from a

perception that intensive agriculture is environmentally detriment , due to ground and

surface water pollution, reduction of ecological services (e.g. storm protection), and

destruction of habitats. But more than t 's, a strong sense exists that intensification of

agriculture is simplifying the landscape of Europe and eliminating its diversity. While

the programs are aimed at preserving or restoring natural woodlands, wetlands,

grasslands, and heath, they also promote traditional farm landscapes that are "semi

natural," such as terracing and hedgerows ( eaufoy, 1994). itiversity in landscape is

important to biodiversity of plants and wildlife, but it is also deemed important to people
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and rural cultures. These programs appear to seek not only environmentally more benign

activities but also preservation of rural amenities and cultural landscapes as well.

The agri-environmental programs are long term (20 years), voluntary land

diversion schemes in which farmers receive rental payments to set land aside for

environmental purposes. Recently, cross-compliance features have been added that tie

agricultural supports to participation. In addition, these land diversions can now be used

to fulfill set-aside requirements aimed at supply control (Colman, 1984). The EU shares

support of these subsidies, but allows programs to be designed to respond to local

conditions. In some parts of France, for example, the emphasis is on water quality;

several German programs focus on riverbanks and meadowlands; and Luxembourg

targets habitat protection (OECD, 1997). The UK's emphasis on the aesthetics of the

landscape has led some to characterize these programs as new agricultural commodity

supports, where the commodity being produced is now "countryside amenities."

Not all conservation is achieved through government purchase or incentive

programs. About 900 non-profit land trusts exist in the U.S. that own or hold

development easements on about 1 million acres of land. This represents considerably

more protection than is provided by state and local farmland preservation programs.

Similar conservation trusts, often referred to as CART's (Conservation, Amenity and

Recreation Trusts), exist in Europe. Land is acquired through direct donation or

purchased through private monetary contributions, al ough some public support is often

provided. The goal of these non-profit organizations is environmental improveme t, as

we have broadly defined it, and includes nature conservancy, the provision of landscape

and recreational amenities, and e conservation of "landscape and cultural heritage"

(Hodge, 1995).
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ECONOMIC POLICY ANALYSIS

In this section we review the economics literature that bears on the policies

discussed above. To structure a coherent story, we limit our focus to a few major themes

in the literature. The first is the assessment of the impact of urban containment policies in

the context of the classic bid rent model. The second is broader and addresses the effects

of a variety of land-related policies — including differential taxes, farmland preservation

and conservation programs, and flood cot trol policies — on the micro-level decisions of

landowners. We conclude by considering the importance of heterogeneity of land in the

optimal land allocation problem.

Growth Control Uterztunre in the Context of a. IRd-Ment Modell

Two principle questions are asked in the growth control literature: Do growth

controls matter? Are growth controls efficient? The answer to the first question is

generally considered to be "yes." The empirical literature has provided sufficient

evidence that where growth controls are present, housi g prices in that jurisdictio are

higher (Katz and Rosen (1987), Schwartz, Zorn and Hanesen (1986), Pollakowski and

Wachter (1990), Segal and Srinivasan (1985)). Similar studies conducted by authors

investigating the consequences of development restrictions in areas targeted for special

protection come to the same conclusion. Parsons (1990) and teaton and Pollock (1992)

consider the question with respect to the Critical Areas of Maryland; it eaton (1991) does

so for the New Jersey Pinelands. The majority of this literature implicitly or explicitly

attributes the hi I er prices to supply restrictions. Growth controls either increase

marginal costs (s iift upwards the supply curve) of housing or truncate that supply curve

at some maximum number of new permits per period. If one assumes that this is the

only effect of growth controls, then the conclusion that controls are inefficient is

inescapable. They represent a dead weit t loss.

Fischel (1990), Navarro and Carson (1991), and Engle, Navarro, and Carson

(1992 ) presented the competing argument that higher prices are not necessarily evidence

of inefficiency. For one thing, growth controls are more likely to be instituted in areas
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where growth pressures are already intense, such as areas with considerable excess

demand for housing. These are areas where prices will be increasing rapidly even

without growth controls. As a consequence, analyses that compare areas with and

without controls and treat the presence of controls as exogenous will suffer sample

selection bias.

More importantly, if growth controls are instituted through a political process,

presumably they are expected to achieve some beneficial outcome - specifically an

increase in some set of amenities or at least a forestalling of the anticipated disarnenities

of future growth. By correcting a negative externality, they shift out the demand curve

for housing. As a result, these amenities or reductions in disamenities will be capitalized

into housing prices. In this case, higher prices are not evidence of inefficiency but

evidence that the growth controls are working to mitigate a negative externality.

The prevailing economics model of land development is the bid rent model of

Alonso (1964), Muth (1969) and Mills (1967). The model is based on the usual

monocentric city formulation, in which individuals obtain utility from a numeraire good

and consumption of one homogeneous housing unit at distance x from the city. The

individual spends his income on commuting costs, /cc, the rent for his housing, r, and the

numeraire good. The equilibrium rent gradient that emerges from this model is a

function of distance and total population. Given that housing takes up one unit per

household, population at any time, t, will equal ;r7,2 , where i is the radius of a circle

describing the edge of the developed area around the city center at time t. The price of a

developed parcel at time t=0 will be given by:

ir(t,x,tex-,2) dt
1.0

where i is the discount rate and the price of an undeveloped parcel at time t=0 will be

Jrae dt + r5r(t,x,,2)e-" dt De- .

=T

In the above, ra is the rental value of agricultural land, D is conversion costs, and T is the

optimal time of conversion from agriculture to developed use.
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In the growth control literature (e.g. Brueckner, 1990; Ding, Knaap, and Hopkins,

1999) a negative externality is added to the utility function, such that for any level of the

nurneraire good, utility falls with increasing population in the jurisdiction. Growth

controls themselves are represented simply as a restriction on the edge of the city.
12 In

the closed city model, but with exogenous increases in population, individuals are not

free to move. No amenity effect can arise since pop lation, the explicit cause of the

disamenity, continues to increase.13 The rise in prices resulting from growth controls is

purely a scarcity effect under this assumption.

When an open city is assumed, the jurisdiction imposing growth controls is small

relative to the market and individuals can move costlessly between cities. Growth control

restrictions impose a time path of X-, (t) < i(t) on the outer edge of the city and deflect

population growth elsewhere. "Consumers' of housing initially enjoy an increase in

utility relative to other localities due to the amenity effect, but rents increase to

equilibrate utility across cities. :rueckner (1990) shows that the value of already

developed land will rise, but the effect on the value of undeveloped land is ambiguous.

The amenity value of the controls is capitalized into housing prices and thus the measure

of the welfare effect is simply the net wi dfall gain to landowners. Because there is a

market failure — an assumed negative externality due to increasing population in the

jurisdiction — then it is possible for the growth controls in this situation to be welfare

enhancing if they are set optimally. Ding, Knaap, and Hopkins (1999) follow up on this

idea and show that relaxing the urban boundary at distinct points in time can increase

social welfare when urban infrastructure is fixed.

Engle, Navarro, and Carson also assume an open city and consider several types

of negative externalities, including traffic congestion (which raises the commuting costs),

12 Urban boundaries, adopted by cities such as Portland, Oregon and Boulder, Colorado are similar to this

stylization of growth control, but most growth control measures operate quite differently, usually by
implicitly or explicitly raising the costs of development.
13 A restriction on the physical size of the city implies that with continually increasing population , either
households must increase in size or density must increase. In the simpler models density is held constant at

one land unit per household.
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air pollution, and rising marginal costs in supplying of public goods. They show with a

similar model that, irrespective of the nature of the externality, growth controls can be

welfare enhancing.

In most jurisdictions, growth controls are likely to involve both amenity and

supply restriction effects. As long as amenity effects are possible, enhancement of social

welfare is not ruled out. The distribution of welfare effects is likely to be such that

landowners of developed land (and homeowners) will benefit, renters may be indifferent,

and owners of undeveloped land will tend to lose.14 Brueckner has suggested an

empirical test to determine whether a particular growth control strategy is welfare

enhancing — a comparison of the sum of land prices over all parcels (developed and

undeveloped) with and without the controls in place. Such an analysis requires

answering the more fundamental question: What would land use patterns have looked

like in the absence of controls? None of the empirical literature adequately addresses

this question.

Although it forms the basis of much of this literature, the bid-rent model is less

than satisfactory for assessing growth controls. For one thing, growth control measures

are rarely as simple as are portrayed in this modeling context. In addition, they tend to be

applied differentially in different zoning areas within a jurisdiction and, more important,

within a housing market. They may restrict the growth of new housing in one area where

public infrastructure has little capacity and they may raise the costs of construction in

another area where rural amenities are targeted for protection.

Additionally, the nature of the amenity/disamenity is often difficult to define and

measure. In some cases the gain may be less school crowding, where the geographical

extent of the externality includes the school district; in another case it might be lower

commuting costs, where those affected reside along a similar radial from the city center.

14
The distributional results of these analyses suggest that communities will tend to vote for owth

controls when homeowners can outvote vacant landowners, with renters often being the swing vote.
Several papers investigate communities' decisions to institute growth controls, e.g. Baldassare and Wilson
(1996), Gin and Sand (1994), and Gatzlaff and Smith (1993).
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In another case, protection of large tracts of open space may benefit anyone who likes

taking trips to the country — even individuals from other jurisdictions. Very few growth

related externalities impact the entire population. and only the population, of the

jurisdiction imposing them.

In all of this, the role of population growth is important, but difficult to sort out.

Will population continue to increase despite controls? Or will controls deflect population

growth to other areas? If so, does an interdependence arise among local jurisdictions

setting growth controls? Using data for 164 Connecticut townships, Lenon,

Chattopa 1 yay, and Heffley (1996) find empirical evidence that minimum lot zoning,

property tax rates, and government spending levels of neighboring towns are positively

correlated.15 Likewise. Brueckner (1998) finds empirical evidence that a city is likely to

impose stringent growth controls when its neighbors' controls are stringent and mild

controls when the surrounding cities' controls are mild. Using data on California cities

provided by the Lincoln Land Institute, the author tests for interdepe dence by estimating

a spatially lagged dependent variable model where the dependent variable is an index that

counts the number of growth control measures in place in a municipality. Brueckner

chooses to intel iret his results as evidence of "strategic interaction" among these

California cities, following the long theoretical literature on this topic.
16
 However, as he

admits himself, there are alternative competing hypotheses with regard to the motivation

that can not be rejected. For example, similar growth controls can reflect spatially

correlated constituency preferences or municipalities could be "naïve followers of

localized policy fads" ( ru.eckner, p 465

The Opttmall, Tfiromfang of DeveRopment Modes

The bid-rent model can be solved for a spatial equilibrium only when the

underlying constrained utility maximization problem is simple and little variation is

allowed over market participants. A complex network of externalities and interventions

15 However, their empirical model does not account for the likely spatial autocon-elation of the error term

and therefore, the empirical estimates of the policy interaction term could be biased in a positive direction.
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cannot easily be characterized in this context. An alternative means of assessing policies

aimed at altering land use is to do so in the context of an individual agent's optimal land

use decision. Micro-level modeling of this sort precludes the solution of a market

equilibrium, but allows the characterization of the representative landowner's decision in

the face of a variety of policy instruments.

Following Amon and Lewis (1979), Anderson (1986, 1993a, 1993b ) and others

who have set out the optimal timing decision for the developer, define f(t) as the per

period net returns from a parcel in agriculture at time t and h(t) as the per period rents

from a developed use of the land. The value of the parcel at time t=0 will be given by

D .0

V (D) . if (t)e-rf dt + fh(t)e-ri dt — Ke-rD
r=0 r=D

where r is the interest rate. K is the cost of conversion, and D is the optimal time of

development. The first order condition for the optimal development time will be given

by f(D) — h(D) + rK = 0. Defining H(D) as

H(D) = fh(t)e-r(1-D) dt ,
I=D

the value of the parcel at time D (after conversion costs have been paid), the first order

conditions17 can be rewritten as:

— 11" (D) + ri f(D) = rK + f (D).

The developer will develop at the point when the foregone rent from waiting one period

(the terms on the left) just equals the interest saved by postponing conversion costs plus

the agricultural returns earned in that period (the terms on the right). Given fairly stable

agricultural returns over time, this is the optimal point as long as the second order

condition is met — that the rental rate is increasing at a decreasing rate.

16 Oates and Schwab (1988) is perhaps the best known of these papers in the environmental economics

literature.
17 This is true since H'(D) = -h(D) + r
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Anderson uses this model to show the effects of preferential tax treatment given to

farmers. His (1986) comparative statics results show that if pre- and post-development

tax rates are different, then a decline in the pre-development tax rate does indeed slow the

pace of development (i.e. causes D to increase). Parenthetically, if pre- and post-tax rates

are identical and rental rates, h(t), are rising, then higher uniform tax rates speed up

development. In a later paper, Anderson (1993b) demonstrates that in the presence of a

positive opei space externality associated with farmland relative to development, the

socially optimal solution can be obtained by driving a wedge between the pre- and post

development property tax rate, where the wedge is equal to the annual value of the

positive externality divided by 1-1(D).

A different problem arises when instead of a differential tax rate, a locality

chooses to charge the same tax rate on a different assessed value. The concept of use

value assessment implies that the common tax rate is applied to the value of the land

assuming it is kept in its current use in perpetuity rather than to the market value of the

land (w i ch includes the capitalized expectations on future development value of the

land). From the comparative statics it can be shown that for the same tax rate, use value

assessment will also slow the pace of development relative to full value assessment. The

pace of development will be slower, the greater the divergence between farmland value

and full assessed value and the greater the tax rate (Anderson, 1993a).

There are other forces that might speed or slow the pace of development. One

could argue that development is irreversible and generates uncertain returns. Capozza

and Heisley's (1989) analysis suggests at these features bestow an option value on

farming which acts to slow development. However, if there is uncertainty with regard to

future regulations on development, then this sort of uncertainty has the reverse effect.

Imes (1997) explores the broader question of optimal compensation structures, given that

undeveloped land is "take by the public sector before developed land.

The model above, appropriately extended to reflect capital gains and estate taxes,

could also be a useful framework in which to evaluate agricultural preservation programs.
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A few researchers have attempted to model and empirically explain voluntary

participation in these programs, but not in the above framework. Based on individual

survey data, these studies support the hypothesis that a significant amount of the variation

is due to idiosyncratic characteristics of the farmers themselves (Phipps, 1983; Pitt,

Phipps and Lessley, 1988). This is not surprising, given the importance of development

rights as a chief asset in the farmer's portfolio. Age and family composition matter

because they interact with retirement and estate planning considerations. Attitudes

towards risk also play an important role in the decision, since future development values

relative to current easement payments are highly uncertain.

Some studies have found empirical evidence that participation rates seem to

decline with increases in market value of the land (Phipps, 1983; Bockstael and ell,

1998; Boisvert et al, 1988). However, most have found little relationship between

participation and profitability in agricultural use. This latter finding may be due to the

relatively little variation in agricultural use values across parcels in any given region.

Whether the preservation decision should be modeled as a function of the difference

between development and agricultural value is an interesting question in its own right.

Preservation programs are generally designed to pay the difference between the full

market value of the property at time of sale and the agricultural value of the land in

perpetuity, so that the easement payment would be calculated as:

E = f f (t)e-ri dt + fh(t)e-ri dt Ke-rD ,

With perfect information, perfectly functioning capital markets, and no taxes,

such an easement payment should make farmers indifferent between selling their

development rights and holding them. The absence of any of these caveats could change

incentives, however. For example, if farmers have liquidity problems or if they are

uncertain about future returns from development, they may be more inclined to sell

development rights when the optimal development time is very far into the future.
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Other Micro-Level Modells of Land Use Conversion

A somewhat different micro-level decision model is appropriate when the relevant

land use decision is a choice between farming and forestry (or some other land

conservation use). To answer these sorts of questions, consider the following decision

problem in which the farmer decides for every parcel of land under his control whether to

place it in agriculture or forest land, conditioned on its current state. We draw on, but

simplify, the model of Stavins and Jaffe (1990), by denoting the optimization problem of

the farmer as:

cc

maxg, v, — C, + L, dt
,:o

where. F(q) is the present value of returns per acre to a parcel of land of quality q at time

t, gt is the number of acres of land converted from forest to farming at time t, and vt is the

number of acres of agricultural land abandoned to re-growth in forest at time t. Ct is the

cost of conversion at time t, net of the windfall profits from a one time clear cutting of the

forest, and L, is the net forestry annual revenue from whatever acres are producing timber

during time period t. Placing appropriate restrictions on the relationships between land in

agriculture and land in timber producing activities, the authors derive the solution to the

problem, which implies that:

a) if a parcel is in forest, it will be converted to agric iture if

F,(q,) — C, —L >0;

b) if a parcel is in agriculture, it will be abandoned if L, F,(q1) > 0.

In the above L, and Er are the present discounted value at time t of an infinite stream of

forest revenue, where is, is adjusted for the delay in re-growth of the forest. Given both

the explicit and implicit costs of converting from one use to another, there will be a range

of net returns over which land will remain in its current use even when the alternative use

is strictly more profitable.

One of the most creative aspects of the Stavins and Jaffe paper is its method for

aggregating the micro decision to the county level, presuming land quality is

heterogeneous but unobservable. e probability that the quality is gh enough to make
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agricultural production feasible is a function of the percent of land in the county that is

naturally protected from flooding and the percent that has been artificially protected by

Army Corps of Engineers and Soil Conservation Service (SCS) drainage projects. The

model of conversion between the two uses is estimated using data for 36 counties in the

lower Mississippi Valley alluvial plain over the period from 1935-1984.

The simulations provided by Stavins and Jaffe suggest that some 32% less land

would have been converted from wetland hardwoods to agriculture without the flood

control and drainage projects undertaken by the Corps and the SCS between the 1930's

and the 1980's. In contrast, only about .5% less land is predicted to have been converted

in the absence of agricultural price supports. In a follow-up study, Stavins (1990) uses

the same estimated model to determine what the non-market value of the wetlands in this

area would have to have been to justify a "no-net loss" wetlands scenario over these 50

years. With federal flood control projects, annual payments of approximately $150/acre

for wetlands protection would have been necessary to obtain a "no-net loss" result, but

without these projects the necessary incentive would have been half that figure.

While Stavins and Stavins and Jaffe look at the consequences of drainage projects

on wetlands, other researchers have used a similar, although somewhat less complex

model, to investigate incentives provided by new conservation legislation. As mentioned

earlier, the Farm 1:ill of 1985 and the Tax Reform Act of 1986 included features that

reduce the incentives for wetlands conversion. To assess the effects of these reforms,

Kramer and Shabman (1993) simulated the mean net present value of agricultural returns

per acre in three counties with different cropping patterns in the hardwood bottomiands

of the Mississippi Valley, assuming stochastic prices and yields. They did so for four
.

scenarios compared to a base period simulation w ch incorporated 1985 agriculture

prices and drainage incentives. The four scenarios included: 1987 prices but no reforms,

1987 prices and the Swampbuster provision only, 1987 prices and the tax reform

provision only, and 1987 prices and both reforms. The three counties considered are

illustrative of the de.' i ee of underlying variation in returns. For all counties, the reforms

reduced the mean net present value of returns.
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Some analysts have feared that current reductions in price. supports would remove

the disincentive provided through the Swarnpbuster program for converting wetlands to

farmland. Kramer and Shabman find that for two of the three counties simulated. trends

in prices were already depressing the likelihood of further conversion of wetlands to

farmland - even without policy reforms. The au ors use these results together with the

strength of the tax reform impact alone to argue that pressures to convert wetlands to

agriculture will continue to decline.

More recent agricultural policy has switched from removing drainage project

incentives to providing incentives for wetlands restoration. The 1989 renewal of the

Conservation Reserve Program (C•) and the Wetlands Reserve Program of the 1990

Farm 1 ill offer cost-sharing to farmers for expenses incurred in restoring wetlands and

provide a mechanism through which the farmer can receive rental payments for land

removed from production and restored to wetlands. Parks and Kramer (1995) adapt the

micro-level decision model to reflect the present value of net benefits from participating

in the wetlands reserve program. No returns from timber harvest are modeled, but the

re ms from converting farmland to wetlands equals the easement minus the owners

share of the conversion costs. From this decision framework, an acreage response

function is derived that describes agents' optimum allocation at different easement

payments. The distribution in the quality of agriculture land invokes a distribution in the

amount of land restored as a function of the easeme it value. The threshold quality

associated with a given easement value is unobserved but assumed to be related to

variables that can be measured, such as value of crops sold per acre and costs of

production per acre.

The authors' empiric evidence suggests that participation rates increase with the

easement payment and decrease wl H restoration costs and value of land in agriculture.

They also find that average characteristics of farmers matter — participation rates rise with

average age and proportion of land farmed by owner. In a related article, Parks and

Schorr (1997) find that when urban development of farmland is a viable option,
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participation in the CRP is not sensitive to easement payments but is very sensitive to the

growth rates in the market value of land.

These papers make clear the importance of the interplay among policies.

Additional evidence of this is provided by Plantinga (1996), whose empirical work

suggests that reductions in milk price supports would move land into hardwood

production and out of agriculture in Wisconsin. In another example, Poe (1998) finds

that differential property taxes across states provide differenti disincentives for

participation in the CRP, thus limiting the ability of the USDA to target the most

environmentally sensitive lands.

.1

Taking the Heterogeneity of the Environment into Account

One of the criticisms of agri-environrnental programs in the U.S. and Europe is

that their selection criteria do not necessarily result in efficient solutions to the

conservation problem. These programs have targeted lands that have apparently high

environmental values irrespective of the opportunity costs of preservation, or they have

sought to maximize the number of acres enrolled for a given budget irrespective of the

ecological value of this land. Once one recognizes the heterogeneity of land in all

dimensions — desirability for development, agricultural returns, and ecological services —

the targeting mechanism becomes critical.

Zabcock, Lakshrninarayan, Wu, and Zilberman (1997) measure the success of

different C targeting criteria for four different environmental indices using Lorenz

curves and Gini coefficients. For any fixed budget, the maximum amount of

environmental benefits can be obtained by choosing land according to a r ing system

that selects land on the basis of the environmental benefits relative to foregone

agricultural returns. Targeting schemes that select only on environmental benefits or

only on the basis of least cost will be more or less inferior to the optimal criterion,

depending on the spatial distribution of environmental and agricultural benefits. If the

benefit cost ratio of environmental returns to agricultural returns is homogenous across

land, the selection criteria will not matter. Likewise, if environmental benefits are
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negatively correlated over space with agricultural returns, then all the targeting criteria

will work equally well.

y Using National Resource Inventory data to construct four indices of

environmental benefits, the authors find that only their wildlife index appears to be

uniformly distributed across C!' I" land. In the case of surface water quality and water

erosion indices, environmental benefits and agricultural returns are positively correlated,

spatially. However, for these indices, targeting based on the environmental sensitivity of

the land is almost as good as conducting a fall benefit cost analysis, since land tends to be

far more heterogeneous with respect to environmental vulnerability than agricultural

returns. In all but the wildlife case, a targeting criterion that selects land based on least

cost performs dismally.

Swallow's 1994 analysis of conversion of coastal wetlands to agriculture on the

Pamlico-Albermarle Peni sula of North Carolina is one of the only other analyses that

seeks optimal land use solutions by Eniki g the human activities and the lost ecological

services. Land conversion leads to salinity changes that affect stocks of brown shrimp

and ultimately impact fishermen's returns. He draws on available information to

approximate these losses to fishermen in various areas of the Peninsula and compares the

results with the gains to farmers. His illustrative analysis supports preservation in some

areas and development in others. Of particular note, the optimal solution depends not

only on the ecological type of the wetlands, but also their geographic location and the

type of human activity that would replace them.

bsemdons on the Pollicy Amiallysfa Utemmtuarre

Ultimately we are interested in knowing whether, after taking into consideration

all the market failures that policies aim to correct, land is optimally distributed across

different uses. Using a simple classification of land use categories, we might state the

problem in a very simple framework, such as that used by McConnell (1989), in which

society attempts to maximize the benefits accruing from each land use subject to the total

land use constraint:
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max 1r (La) + B( L) + BU(L) + /1,(L - — Lip L,,)

The benefit functions (the B's) capture all net benefits accruing from the land use, where

L represents amount of land subscripted by a for agriculture, p for public lands, and u for

urban land. In this context. McConnell raises the dynamic problem: what is the optimal

conversion of land over time from one use to another? This question focuses discussion

on those factors that tend to shift each of the marginal benefit functions. The optimal

solution will depend on how exogenous factors like population and income growth will

shift the relevant functions and how marginal benefits will change along any function as

the amount of land in that use is altered18. Presumably population and income growth

will shift the demand for agricultural products upwards, but it will also raise the

opportunity cost of supplying land to the agricultural sector, since land's value in urban

uses will be bid up. More people and more income per capita will also raise the marginal

amenity value of open space, but much depends on what non-market amenities and

disarnenities agricultural land actually provides.

The dynamic optimization problem is complicated by the likely irreversibility of

some transitions; for example the conversion of land from urban back to undeveloped

uses may be economically infeasible. Additional complications arise when the influence

of the land use pattern on the benefits functions is considered. Due to spatial

externalities, the benefits from any given amount of land in a particular use will depend

not only on exogenous factors such as population, but also on the spatial distribution of

all land uses and how this pattern changes over time. Considering both uncertainties

about the value of public goods now and in the future, irreversibilities, and spillover

effects, optimal solutions will deviate from the simple prescription of converting as soon

as the marginal benefits of development exceed those of alternative land uses.

Much of the policy analysis reviewed in this chapter attempts to address this

efficiency question, but generally with regard to one or two policies and two alternative

18 Whether population and income ,4i owth are truly exogenous in a model of land allocation is debatable

and depends on location. This assumption certainly is not true in many developing country contexts. It
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land use states. In these analyses. a common theme has emerged: optimal resource

allocation is very sensitive to location and pattern because the landscape is heteroge eous

in many dimensions. Particularly in the agricultural papers reviewed, land quality enters

the analyses and the optimal solutions depend on its distribution. As Babcock et al.

illustrate, however, land is also heterogeneous in its ability to provide ecological services.

Finally, even the most naive of urban models recognizes that land is spatially

heterogeneous in its value in developed uses.

Mother theme that emerges relates to the impact of multiple policies on

behavioral incentives for land use change. It is a considerable challenge to integrate the

effects of multiple policies with the economic decisions of individuals who generate the

ecological impacts — all the more challenging, given that the spatial extents of

ecosystems, political jurisdictions, and land markets do not necessarily coincide.

Increasingly, policies in both the U.S. and Europe are taking an ecosystem perspective to

environme t re lation and manageme t. As an example, the Water Quality Act of

1987 and the Coastal Zone Management Act of 1990 require states to develop non-point

source pollution control strategies at the watershed level. An economic analysis of these

policies, however, would require consideration of economic decisions and policies that

impact the watershed, but whose values may be determined by events outside the

watershed boundaries. It argues for explicitly spatial eco omic analyses that frame

economic behavior in the context of the existing complex and overlapping policy

settings; and for detailed analyses of both the economic and ecological systems with

explicit links between the two.

t

SPATRAL MODIEUNG OF LAND USE PATTERN

ecause land use/land cover change has been recognized as e most important

factor i affecting global environmental change, substantial research effort in the systems

also is questionable in areas of developed countries where the regional economy is heavily dependent on

natural resource related industry (e.g. the U.S. northwest.)
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and landscape ecology disciplines has been directed towards modeling the science of this

link. This research has led to the development of simulation models of regional

landscapes that take as their input the pattern of land use/cover in the watershed or other

ecological system of interest.

The dependence of these ecological models on the pattern of land use makes the

modeling of land use change over a regional extent and in a spatially explicit way

extremely important. In a recent discussion of research opportunities in environmental

and resource economics, Deacon et al. (1998) observe that "the spatial dimension of

resource use may turn out to be as important as the exhaustively studied temporal

dimension in many contexts." This would appear especially applicable to the study of

land use change, but the economic models of land conversion that we reviewed in the last

section were not especially well suited for predicting the spatial pattern of change. The

bid-rent model is a spatial economics model, but as we have seen, it is not sufficiently

flexible to capture the complex nature of land use policies. In addition, it does not predict

the pattern of development that is characteristic of the changing land use patterns we have

been witnessing over the past few decades.

In the first part of this section, we return briefly to the bid-rent model and then

move to other models in the urban and regional economics literature that have a spatial

dimension. We consider the usefulness of these models for planners, ecologists, and

others concerned with environmental outcomes of land use change and then turn to an

overview of spatially explicit19 models of land use change developed both within and

outside of economics.

Economic Models of Urban Land Use Pattern

Economic models of urban land use pattern generally fall into one of two

categories: (1) microeconomic spatial models that describe equilibrium land use pattern

as the result of individual optimal decisions or (2) macroeconomic models that describe

19 Here we use the term "spatially explicit" to imply a perspective that accounts for the spatial

heterogeneity of the landscape, usually at a spatially disagy egate scale (e.g. parcel level).
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aggregate changes in population, employment, or other economic flows across regions.

By far the best known example of an economic spatial model that links individual

decisions with a full description of aggregate land use pattern is the bid-rent model (or

monocentric city model) of urban economics, described briefly in the last section. The

model assumes that households seek to minimize commuting costs to a pre-determined

urban ce ter, in which all firms and employment are located.

The assumption of an exogenously determined urban center greatly simplifies the

analysis by enabling space to be collapsed into a uni-dimensional measure of distance

from the center. Eq ilibrium land rents determine a spatial equilibrium land use pattern

that, in the simplest model, is described by a concentric ring of residential development

around the urban center. Land use pattern is further described by the location of the outer

urban boundary, identified as the point at w .ch urban land rents are equ.t! to agricultural

land rents, and a decli ing population density gradient. Given either increases in

household income or decreases in transportation costs, the model predicts a general

population shift from central city to suburbs due to the decline in the equilibrium land

rent and a corresponding change in the population density gradients. Empirical evidence

exists that supports this characterization of growth for so e cities (Margo, 1992; Arias

and Kim, 1992; Macauley, 1985).

The monocentric model offers a description of eq ilibrium land use patterns

resulting from individual optimizing behavior. While this parsimonious description of

urban spatial structure has treat appeal, the model fails to capture some observed

complexities in pattern that are currently of c 'ef concern. More complicated versions of

the basic model have been introduced, e.g. multiple urban centers, heterogeneous

prefere ces or incomes across ho seholds, and si pie represe tatio s of externalities and

policy impacts. However, even with these added complexities, the model's success as a

predictor of observed urban land use pattern at a spatially disaggregate scale is quite

limited. T s is primarily due to the inability of the model to explain the formation and

location of urban centers and the simplified manner in which it represents space. The city

center is prespecified and space is reduced to a one-dimensional measure of distance
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from this center, necessitating a description of pattern either in terms of a continuously

varying variable such as residential population density, or in terms of concentric rings

comprised of homogeneous land uses.

More recent work in urban and regional economics has focused on understanding

urban structures as evolving systems in which endogenous factors determine the resulting

spatial structure of the city, e.g. whether a city is monocentritc or polycentric. Some view

individual developers as playing a paramount role in determining new urban patterns of

development (Henderson and Mitra, 1996). In this case, large developers with market

power attempt to internalize the benefits of firm agglomeration by facilitating the

movement of firms from a center city to a new "edge city.
„20 Strategic choices are made

about capacity, employment, and location of these edge cities relative to the central urban

core.

Other models treat the formation of urban and suburban centers as the result of the

cumulative interactions among many economic agents distributed in space.21 These

models can explain a variety of observed urban spatial patterns, e.g. single center,

multiple centers, and dispersion, and are consequently much more robust than the

monocentric city model. While they vary in terms of the hypothesized sources and

specification of the agent interdependence, their common theme is that urban land use

patterns are driven by some type of linkages or interactions among spatially distributed

agents. These interactions may arise through market forces, such as transportation costs

and pecuniary externalities. They may also occur directly through agents' preferences

over the spatial distribution of other agents or through spatial externalities from

"neighboring” land uses or economic activities (e.g. social interactions or knowledge

spillovers) that affect agents' utility or profit functions. Because these interactions both

influence future location decisions and are a function of past location decisions, the

spatial distribution of agents across the landscape is endogenously determined. Add to

20 Garreau (1991) characterizes an edge city as an area located outside the urban core that has large

concentrations of office and retail space, often with residential development as well, and that is located near

to major highway access points.
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this the durability of most urban development and the result is the evolution of a complex

urban spatial structure that is characterized by 'multiple equilibria, path dependence, and

what Arthur (1989) terms "historical chance."

Models in which the urban spatial structure is determined by interdependencies

among economic agents include Anas (1992), Anas and Kim (1996), Arthur (1988), Chen

(1996), Fujita (1988), Krugman (1991, 1995, 1996), Page (1999), Papageorgiou and

Smith (1983), and Zhang (1993). In many of these models, interdepe de cies among

agents arise in the context of markets. For example, Anas and Kim (1996) develop a

computable general equilibrium model of the consumer, firm, and transport sectors in

which consumer shopping trips link the locations at which commodities are bought and

sold; traffic congestion determines the cost of travel among these locations; and scale

economies in shopping are present. They show that for sufficiently strong scale

economies relative to traffic congestion, monocentric or polycentric urban structures wi

multiple equilibria are possible. Krugman (1991, 1995) aws upon recent developments•

in endogenous owth theory and models of imperfect competition to consider how

linkages among economic agents generate industrial clustering and city formation.

"Centripetal" forces arising from certain types of market interconnectedness lead to

industry concentration, while "ce trifugal" forces, due to transport costs, resist industry

agglomeration. The result is a distance-related te sion between the two forces that,

depending on their relative magnitudes. generates either an equal dispersion of industry

across regions or concentration of industry in one or several regions. Page (1999)

develops a model of city formation in which a location's attractiveness depends on some

combination of its population and its average distance to other agents. He shows that the

spati distribution of cities that emerges depends on whether agents' preferences over

city size and average separation distance are positive or negative, the relative magnitudes

of these effects, and whether agents are able to consider global or only local alternative

locations.

21 For discussions of some of these models, see Fujita, Krugman, and Venables (1999) and Anas. Amon,

and Small (1998).
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These agent-based models are of importance because they provide a means of

deriving aggregate level patterns from the microeconomic behavior of atomistic, but

interdependent, agents. As such, they may be well-suited to incorporating the effects of

spatial heterogeneity at a disaggregate scale on changes in regional land use patterns. But

they have shortcomings as well. Empirical testing of the posited interactions has largely

been absent. This is a challenging task, in part because the models ignore the many

heterogeneous features of the landscape that are likely to influence location decisions

(e.g. roads, zoning, natural features). This simplification allows for tractable analytical

models that demonstrate the potential role of interactions, but that do not offer a means

for identifying these effects using real world data. Empirically, the challenge is to

separate the effects of endogenous interactions from exogenous landscape features, w ch

may evoke land use patterns that are observationally equivalent. Because it is difficult to

measure such interactions, separating these effects from unobserved exogenous

heterogeneity is possible only for limited cases.22 These challenges have been outlined in

a separate literature on empirical models of social interactions, most notably by Manski

(1993, 1995), Durlauf (1997), and Brock and Durlauf (1998).

Another shortcoming of these models is their focus on equilibrium patterns of

urban land use that result from agent interactions. Many of the interacting-agent models

discussed above do not account for how the pattern of land use change evolves out of

equilibrium.23 However, due to the durability of urban structures and the rapid changes

in land use witnessed in many areas, the spatial process of land use change is often one

that appears out of equilibrium. Models from the field of regional science have attempted

to characterize the dynamic adjustment pa by adopting nonlinear dynamic mathematic

modeling techniques from mathematics, physics, and mathematical ecology (Allen and

Sa.n.glier, 1981; Wilson, 1981; Dendrinos and arkley, 1992; Nijkarnp and Reggiani,

1998).

22 One possible case, in which the estimated interaction effect among agents converting land to residential

development is found to be negative, is presented by Irwin and Bockstael (1999).
23 An exception is Chen (1996), who develops a dynamic economic growth model that incorporates

agglomeration and congestion externalities into a dynamic simulation model of economic spatial i owth.
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Some of this work draws analogies with thermodynamic systems in which

dissipative systems can undergo self-organization and increasing complexity when they

are in states that are far from equilibrium (Allen and Sanglier, 1981). Others derive

insights from catastrophe theory. Wilson (1981) illustrates a wide variety of

applications, e.g. sudden changes in the spatial structure of a city (e.g. subcenters appear

or disappear abruptly), sudden urban growth, or switches in transportation mode choice.

Yet other models draw from the so-called "master equation" approach, in which a two-

way interaction between individual and group choices are posited to ii uence dynamic

population flows across regions. The migration choice is represented as a Markovian

process in which

individ

individual's transition probability depends on the current state of the

and on the aggregate configuration of all individual choices, described by the

"master equation" (De Palma and Lefrevre, 1983,1985; Ben-Akiva and De Palma, 1986;

Haag, 1989).

While these variations offer ways of characterizing the dynamics of urban spatial

patterns, they are sometimes weak o underlying economic motivation and lack a

spatially explicit framework that could make them useful to environment scientists.

Possible exceptions, althou they are yet to be put to the empirical test, are the

economic agent-based models of interaction that adopt modeling techniques from

interacting particle systems. Krugman (1996) and Arthur (1988) are examples of

economic models that apply these theories to city formation, although their focus is on

characterizing the equilibria of such systems. Additional insights can be gained by using

cellular automata24 and other simulation tecihiques used to study interacting particle

systems to characterize the 0 t-of-equilibrium dynamics of urban land use patterns.

Large-scale urban simulation models represent an alternative approach to

modeling urban spatial structure. I 1ese models originate from a diverse set of literature

and background, but have several common features (for a full review, see Wegener,

1994). They are comprehensive models that seek to inte ate the basic processes of

24 Geog aphers have used these models to simulate spatially explicit changes in urban spatial structure.

This approach is discussed below.
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urban development, which minimally include models of urban land use (including

residential, commercial, and industrial uses) and transportation networks. Some models

have focused exclusively on transportation—land use—environment linkages (e.g. see

Berechman and Small, 1988). In this modeling context, the urban region is typically

represented by a limited number of discrete zones, where each zone is identified with an

aggregate number of households and industries. Despite this level of aggregation, most

of these models are based on a random utility model of the microeconomic behavior of

households and firms. By demonstrating the equivalence between aggregate gravity

models and random utility models, Anas (1983) has provided a microeconomic theoretic

basis for using gravity models to predict aggregate flows of economic agents across

zones.25 In using aggregate level data as input, predictions are in terms of aggregate

numbers of households and firms within pre-specified urban zones. An exception is the

model by Landis (1995) that uses micro-simulation techniques with spatially disaggregate

data to generate results.

Many of the current models, such as those developed by Kain and Apgar (1985)

and Anas (1982), are rigorous and well-grounded in microeconomic theory and have

found favor with city and regional planners in addressing actual agency policy

applications (Wegener, 1994). However, the usefulness of these models in predicting the

environmental impacts of land use is limited. They are not designed to predict changes in

land use pattern at a spatial resolution useful for capturing the heterogeneity of the

ecological landscape. The micro-level, spatially explicit model of Landis (1995) is once

again an exception. This model makes use of spatially articulated data from a geographic

information system (GIS) to generate spatially disaggregate predictions of land use

change. Such a model clearly has relevance for understanding environmental impacts

and, for this reason, we provide a fuller consideration in a subsequent section.

25 This result is predicated on the assumption that all individuals facing the same origin-destination choice

are homogeneous in preferences and incomes (up to an additive random term) and that individuals' choices

are independent.
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Non-economdc Spatial Models of Land Use Change

The growing recognition of the role land use change plays in affecting non-point

source pollution. biodiversity, and global climate change has created a pressing need for

models of land use change. The economic models of land use determination described in

the last section provide some insights, but are in general limited for this purpose.

Descriptions of the spatial pattern depend on equilibrium conditions, even though the

spatial process of land use change may often be better characterized as one that is

fundamentally out of equilibrium. In addition, they have ignored the types of spatial

heterogeneity that are central to the science questions, in large part because they were

developed with other interests in mind and, until very recently, have been confined by

data limitations to spatially aggregate scales of an,dllysis. As such, they are largely

inapplicable to analyzing the spatially disaggregate consequences of the types of policies,

such as environmental regulations and local growth controls, I at are now of greatest

concern (Lee, 1992).

The pressing need for more realistic land use change modeling has provoked a

response, but not always from economists. Numerous spatially disaggregate and

heterogeneous land use modeling attempts exist in the environmental science literature.

This has been spurred by the vast amount of spati. ly disaggregate land data that are now

available. Enormous amounts have been spent on documenting the land cover of the

earth's surface at a variety of levels of spatial resolution — predominantly through remote

sensing but also, in some areas, though aerial phototlaphy.26 Digitized representations

of actual land cover pattern for just about any part of the world are now available,

although high resolution data and time series are more difficult to obtain. To some extent

land use can be deduced from this information on land cover, depending on the quality

and level of resolution of the images, and the extent of ground-truthing. At some levels,

only broad categories of land cover such as cultivated, forested, and "other" can be

docume ted, but with the more detailed imagery now becoming available different types

26 These data are generated by Landsat (U.S.), SPOT (France), and other satellite systems. For a history of

remote sensing efforts, see Morain (1998).
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of crops, different stages of forest growth. and different types of development can be

discerned.

The availability of these data has presented the opportunity to model land use

change at spatially disaggregate scales rather than by regions or zones. Natural and

physical scientists and geographers have taken the lead in this land use modeling

enterprise, focusing on global environmental change and national concerns about habitat,

air quality and nutrient enrichment of aquatic systems. Attempts by natural scientists to

address land cover change were first aimed at mapping natural succession and the

potential vegetative cover that would exist wit n a region if left undisturbed in the long

run. Predictions of potential cover were based o measurable, locationally-specific

attributes, such as temperature, soils, and precipitation. For ecosystems where more is

known about the biophysical relationships, landscape ecology models have been

constructed that incorporate the dynamics of nutrient uptake and growth, and

disturbances associated with competition, predation, and pests.

Although a variety of modeling techniques have been employed, spatially explicit

models that represent landscape data using a two-dimensional "mosaic" of grid cells are

most often used for tracking land use change and for understanding environmental

impacts. Each cell represents a particular spatial location and is associated with a land

cover category and attributes such as soils, slopes, elevations, hydrology, etc. y

explicitly modeling land use change in a two-dimensional framework, the spatial

dependence among landscape attributes associated with nearby grid cells can be

considered. Predictions from these models yield a spatially explicit description of land

use change, which can then be linked to changes in environmental functioning.

oth deterministic and stochastic models have been developed in the literature on

landscape change (taker, 1989). Markov chain models, in which the change in land use

state of each cell is modeled as a transition probability, are most common in modeling

stochastic landscape change. Markovian or semi-Markovian constructs are especially

useful since the transition probabilities can be made functions of exogenous factors, e.g.
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higher-order effects that capture the influence of earlier states, sojourn times that capture

the influence of duration, and interaction effects among nei boring cells (1: aker, 1989).I

Also, the conversion probabilities can be made to reflect prior information, where laws of

natural succession prevent certain state transitions or ergodic states prevent escape (e.g.

development). Thus, these models offer a means for simulating potentially complex

changes in large-scale pattern (e.g. threshold effects) in which the state of the system is

dependent on spatial interactions and flows among cells and state transition of individu

cells is described by non-linear processes.

While exceedingly complex wl respect to the ecology of transition, these

models are understandably simplistic with regard to the human dimension. ather than

explaining human-induced land use change, some landscape ecology models simply

reco filize the landscape change caused by humans and link these changes to subsequent

impacts on ecological change. One example is the measurement of indices of landscape

pattern, e.g. diversity, fragmentation, fractal dimension, and entropy,27 and the

association of different types of land use changes with different values of these indices.

In these an 41 1 yses, human-dominated landscapes have been found to be characterized by

low fractal dimension and high entropy values (O'Neill, et al, 1988; Antrop, 1998).

Other landscape modelers have gone a step further in calculating transition

probabilities for human induced land use change. In doing so, these models leave causal

relationships unexplored, however, and assume that transition rates equal past percent

changes, invariant over time and space. An example is some early work by Turner

(1987) that uses data from Census of Agriculture and Forest Service surveys. Land use

transition probabilities are calculated as the proportion of past cell transitions among

cropland, pasture, forest, and urban uses. These probabilities are then used to simulate

future changes in landscape pattern within a 13,000 hectare area of Georgia.28

27 In general, entropy refers to the amount of "uncertainty" or "disorder" in a system. Landscape ecologists
have used this concept to develop measures of complexity and fragmentation of landscape pattern.
28 In a follow-up study, Parks (1991) uses the same data, but estimates the transition probabilities at the
county level as a function of socioeconomic characteristics associated with a representative county
landowner. However, the spatial aggregation to the county level, which was necessary to incorporate ie
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Lastly, some landscape change models have sought to integrate the human

dimension more fully by the inclusion of what are sometimes called "socio-economic

drivers." These variables are hurnan-induced features of the landscape and generally

include distance measures (e.g. distance to city center or major road) and population

density. In recognizing the importance of human activities in determining land use

pattern, these models aim to elucidate the role of both physical and socio-economic

variables in land use pattern changes. They do so by either estimating the relationships

between land use change and these variables via statistical analysis or, in some cases, by

simply applying "rules of thumb" to approximate these relations *ps based on case

studies or other "user-supplied" information (Hall, et al., 1995). Examples of statistical

analyses include regression models of changes in proportions of land uses and discrete

models of changes in land use categories as functions of biophysical and socio-economic

"land use drivers" (Mertens and Lambin, 1997; Liu, Iverson, and Brown, 1993; LaGro

and DeGioria, 1992).

The estimates from these statistical models are often used to construct simulation

models of land use change so that future changes in land use pattern can be predicted.

For example, Veldkamp and Fresco (1996, 1997a, I997b) use estimates from regression

models that relate land use variability to biophysical and socio-economic "drivers" to

calibrate a model of land use change in Costa Rica between 1973-1984. Berry and

Minser (1997) estimate a multinomial logit model of land use change for study areas in

western Washington state and western North Carolina. Exogenous variables include tree

age, vegetation, slope, elevation, distance to town, distance to road, population density,

and land ownership regime, with no particular justification for their presence.

These models can be instructive up to a point, but since no attempt is made to

model the actual economic structural process, the validity of the implicit assumptions

underlying variable choice and exogeneity is questionable. Failure to understand the

available socioeconomic data, limits the usefulness of the model's predictions for understanding spatially
explicit environmental changes.
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underlying structure of the process are likely to lead to incorrect policy conclusions. The

simple means by which most landscape change models have accounted for human

induced influences is in some part due to the nature and availability of remote-sensing

and other types of GIS data. Current technology (and funding) supports the acquisition

of spatial information that can be "seen from above," which generally means the

collection of information on physical, rather than economic, variables. Typically, spatial

data sets incorporate vegetative land cover and hydrology. The oli 1 y data on human

activity records the outcomes of economic processes, e.g. location of road networks and

centers of developme t. This simple fact explains the abundance of research in the

environmental sciences literature that "explains" land use change as a function of

physical features (e.g. soils, slopes, elevations, aspect or exposure), descriptions of

landscape pattern (e.g. distance to edge of land cover polygon, patchiness of land cover

pattern), and descriptions of manmade landscape features generated as the outcome of

economic processes, specifically the distance to roads and towns.

Recent EconnmAes 1",),esezrein iima SpEdsRily ExpRidt Lonnd Use Chazage Modellbg

Economists have not participated extensively in the ente rise of modeling

spatially explicit land use change, in part because the dal ,.t economists would think

necessary to answer the underlying questions have not been available at appropriate
.

spatial scales. Satellite imagery can not detect prices, income, parcel owners' ip, or

tenure. Slowly economic data are being digitized, most notably in the U.S. and Europe,

but at far greater marginal cost than that associated with physical features of the

landscape. 1 ie paucity of strictly economics data does not preclude returns from

economic reasoning, however, and may actually raise the value of ingenuity and

thout, ltful modeling. In e next section we review applications in two areas of land use

change modeling — deforestation and urban fringe developme t — to make this point. In

doing so, we highlight work by economists that has contributed to the development of

models that are both spatially explicit and sufficiently disaggregate to be of use in

understanding the land use—environment link.
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Deforestation

Although the emphasis in this chapter has been restricted to issues and policy of

relevance to the U.S. and Europe, we can not address spatially explicit models of the land

use—environment link without mentioning deforestation. While this issue is of worldwide

concern, many of the applications to date are found in the developing country context.29

Examples within the ecological modeling literature include Liu, Iverson and it rown

(1993) for the Philippines; Mertens and Larnbin (1997) for Cameroon; Wilkie and Finn

for Zaire; Ludeke, Maggio, and Reid (1990) for Honduras. These non-economic models

are cell-based3° and estimate transition probabilities using logit or probit models. Usually

some subset of the following explanatory variables are found to be statistically 5ii 'ficant

in modeling land use change: soil type, slope, aspect or exposure, distance to town,

distance to roads, distance to edge of contiguous forest, patchiness of landscape pattern.

Some researchers add local measures of population or population density obtained from

other sources.

What distinguishes economics work in this literature is not always the choice of

explanatory variables, but the motivation for their inclusion. In contrast, the

environmental science literature fails to develop models of the underlying economic

processes at either the individual or market (aggregate) level that dictate the choice of the

socioeconomic variables used to explain change. To illustrate the contribution of

economists, we highlight two of the now increasing number of economic studies of

deforestation in developing countries that rely on the same sort of satellite imagery of

land use change, but manage to reveal something about the land cover change process.

In a study of deforestation in Belize, Chomitz and Gray (1996) depend solely on

the sort of data that can be observed from satellite imagery.31 The landscape is divided

into cells and land use categories are defined to include forest, semi-subsistence

agriculture and commercial agriculture. The underlying economic model is a simple one

29 For an extent treatment of this literature, see van Kooten, Sedjo and Bulte (1999).
30 By "cell-based" we mean that the unit of analysis is not a parcel (or human decision unit) but a cell in an
arbitrary grid superimposed on the geographical extent of the study.
31 A similar example, based on even more restrictive data, can be found in Nelson and Hellerstein (1997).
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— land is expected to move into the use with the highest rents. Rents in an agricultural

use are equal to returns minus costs of production and the production technology is a

function of soil quality. Therefore the likelihood of forest conversion to either type of

agriculture should be a function of soil quality and input and output prices at any given

location.

While satellite imagery can be used to deduce something about soil quality, it tells

us no ng about prices. Chomitz and Gray ar e that cross-sectionally, prices will vary

depending on transportation costs to and from marketing centers —because output will be

sold there and inputs such as fertilizer will be purchased ere. On the basis of this

argument, distance or more specifically the time required to travel that distance (along

roads of differe t quality) is introduced into the model as a proxy for price variation. is

Chomitz and Gray further recognize the possibility that by incorporating this proxy for

prices, they may be introducing some endogeneity into the problem; road location may

actually be drive by activity.

ut

The results of this study are illustrative. Evidence was found for the endogeneity

of roads, suggesting that the commonly deduced effect of roads on deforestation may be

overstated. The authors also found that the effects of distance to market and of soil

quality differ with type of a:rc Iture, the former being relatively more important to

commercial agriculture location and the latter to semi-subsistence.

Given the paucity of location specific economic data, it has been impossible to

introduce more economic content into the problem without going to a higher level of

aggregation. Pfaff (1999) provides an example of work that depends on satellite imagery

of land use but agt7egates to the county level in irazil in order to incorporate census

data. In his model, the property rights regime dictates ie underlying decision structure.

A parcel is not owned until it is cleared, making the actual clearing decision the key

modeling focus. Land is cleared in an area as long as the marginal benefits of clearing

exceed the marginal costs. The marginal benefit of clearing land is a function of output

price, transportation costs to market, soil qu ity, the costs of clearing (varying by the
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type of vegetative cover), the existence of development projects, and the prices of capital

and labor. To prevent all or nothing solutions for the land conversion decision at the

county level, an unobserved distribution of soil quality within each county is postulated,

which invokes a distribution of decisions within counties. This allows the author to

explain the percent of cleared land in each county as a cumulative distribution whose

parameter is a function of marginal benefits minus marginal costs.

The role of population as a "driver" is a maintained hypothesis in many studies of

deforestation. Pfaff discusses how population mi t enter into the structural problem

(e.g. by lowering labor costs or increasing the number of "producers"). The results of

econometric investigations are particularly telling. Not surprisingly, he finds that

population (even when lagged sever years) is highly correlated across counties with

other variables that belong in the model. Additionally his findings suggest that

population is endogenously determined — in this case probably due to =observed policies

that encourage development in certain regions. Thus treating population as a "driver"

may produce misleading policy implications.

Landscapes at the Urban Fringe

Perhaps the predominant form of land use change in the U.S. is the conversion of

forest and agricultural lands to developed uses. This type of conversion has most often

taken the form of low-density, fragmented development characterized largely by

scattered residential subdivision development in rural-suburban fringe areas. As we

discussed earlier, such "sprawl" patterns of land use have received significant attention

from the public and from policymakers concerned with both the environmental

cctnsequences of such development and the increasing public service costs associated

with a more decentralized population. These non-contiguous land use patterns are very

different from those predicted by the standard urban economic models and suggest that

land use changes are the result of a potentially more complex set of factors.

Over the past few years, a growing literature in geography has emerged on

spatially explicit simulation models of urban growth patterns (I arty, 1995; Clarke, et al.,
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1997; White and Engelen. 1997; Wu and Webster. 1998). Of particular interest are

cellular automata models that offer a spatially explicit and dynamic setting for modeling

complex processes in which global patterns are generated by local, interdependent

actions. Cellular automata are a class of mathematical models in which the behavior 
of a

system is characterized by a set of deterministic or probabilistic rules that determine the

discrete state of a cell based on the states of neighboring cells. States of individual cells

are updated based on the values of nei! ,boring cells in the previous time period. Loc
al

interactions between a cell and its nei bors is a defining characteristic of cellular

automata. By explicitly modeling transition probabilities as a function of neighboring

land use states, this approach allows for spatial interaction and spatial autocorrelation

among land use states and state transitions. Even with simple transition rules, these

models when simulated over many times periods often yield complex and hig iy-

structured patterns. Stochastic processes can be modeled by in. oducing a random

perturbation into the calculation of the transition matrix. Other landscape features, such

as roads and land use controls, can also be considered. Theobold and Hobbs (1997) use

spatial transition-based models such as these to forecast land use change explicitly for the

p nose of assessing ecological (habitat) consequences.

Clarke, et al. (1997) develop an urban growth model of the San Francisco Bay

region, in which several different "growth rules" are defined in the model, incl ding

spontaneous, diffusive, and organic growth. as well as growth that is influenced by roads.

This model is simulated and shown to produce predicted s owth patterns that are

qualitatively consistent with observed historical growth in the region. White and Engelen

(1997) develop a similar model using data from Ci cinnati. In both cases, historical data

are used to calibrate the values of the transition parameters so that simulations

approximating observed urban growth result.

The appeal of the cellular automata models arises from the straightforward

manner in which complex, spatially dynamic processes can be characterized. They offer

insights into how urban spatial structure changes over time for a given set of parameter

values and micro-level interactions among individual landscape cells. However, the
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geography models developed in the recent urban growth simulation literature ignore the

underlying economic processes that drive conversion. Economists have begun to develop

similar models, but rather than assigning growth rules or deriving transition probabilities

from calibration, these models estimate transition probabilities using discrete choice

models based on behavioral models of agents' land use decisions.

Landis (1995) and Landis and Zhang (1997) develop an urban simulation model

(called the California Urban Futures Model) for the San Francisco Bay and Sacremento

areas. Both public land use policies and private development decisions are incorporated

into the model that predicts land use development at a spatially disaggregate scale.

Landis and Zhang use econometric models to predict future household and employment

projections by jurisdictions and a multinomial logit model to estimate the probability of

land use change as a function of a variety of site and community characteristics. The

resulting parameters are used to calculate land use transition probabilities for all cells that

are "developable" and development is then allocated based on the highest probabilities or

"bids" for development.

The Landis model does not directly explain land prices and ignores zoning. In

addition, the unit of observation is the landscape cell rather than the land parcel, thus

compromising the correspondence between the observational unit and the human

decision. But the high spatial resolution of the model and the spatially explicit form of

the predicted land use changes make the model's output readily useable as land use

change inputs into an ecological model of environmental impacts. Because the

underlying economic process is modeled, the influence of alternative policies on

individuals' expected returns from land in alternative uses can be predicted, allowing

simulation of changes in land use pattern under alternative policy scenarios.

Recent work by Bockstael (1996) and others32 has also so ght to develop

economic models of land use change that are both spatially explicit and disaggregate, so

32 Recent work includes Geoghegan, Wainger, and Bockstael, 1997; Bell and Bockstael, 1998; Bockstael

and Bell, 1998; Irwin and Bockstael, 1999.
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that predicted outcomes may be linked with ecological models of landsca
pe changes.

The observational unit is the land parcel and therefore the correspondence
 between

observed land use changes and the micro-level land use decisions that are mo
deled is

direct. This work is less comprehensive than the Landis model, however, i
n that only

residential conversion is considered and the regional changes in population an
d

employment are treated as exogenous. Nonetheless, results from s modeling effort are

useful for understanding land use conversion in urban fringe areas, in which th
e vast

majority of conversion is to reside tial land use.

The focus of these papers is on e conversion of suburban and exurb= land

parcels from agricultural or forest uses to reside tial use in the Patuxent Waters
hed

region of the Chesapeake Bay. Conversion is assumed to occur as the result of pr
ofit

maximizing agents who own undeveloped land parcels and make decisions over ti
me

regarding the optimal conversion of their parcels to residential use. Expected net re
turns

fro co version are modeled as a function of expected sales price of the land in

residential use, conversion costs, and the opportunity cost in terms of alternative us
es.

The expected price of a newly converted parcel is treated as a function of commu
ting

distance to urban centers, provision of public services, and zoning restrictions, as 
well as

indices of surrounding land uses. Using panel data of parcel-level land use changes
 from

this central Maryland region, a discrete choice model of the individual's convers
ion

decision is estimated and the parameters are used to generate predictions of land use

change in subseq ent rounds of development.

This approach to modeling land use change provides a means by w I ch future

rounds of development can be predicted under different policy scenarios and provi
des

insights into the environmental effects of alternative policies. For example, 'Loc
kstael

and 1 ell (1997) examine the effects of differential regulatory policies across local

jurisdictio s o 1 the regional pattern of residential land use conversion and on water

quality outcomes. They find that differenti zoning across counties deflects

development from one county to ano er and that the amount of increased nitrogen
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loadings from a constant amount of new development varies from 4-12%, depending on

the degree of difference across counties' minimum lot size zoning.

This spatially explicit approach to identifying the variables that are significant in

land use change can also provide insight into the spatial and temporal dynamics of land

use change. Drawing upon the agent-based interaction models discussed earlier, Irwin

and tockstael (1999) develop a model in which exogenous features create attracting

effects (e.g. central city, road, public services) among developed land parcels and

interactions among land use agents create net repelling effects. They demonstrate that

such a model offers a viable explanation of the fragmented residential development

pattern found in urban fringe areas. Assuming the presence of exogenous growth

pressure effects that increase the likelihood of conversion over time, the time dimension

is explicitly modeled as well by estimating a duration model of residential land use

conversion. The conversion decision is treated as a function of both exogenous landscape

features and a temporally lagged interaction effect among neighboring agents making a

residential conversion decisions. Empirical evidence of a negative interaction effect

among land parcels in a residential use is econometrically identified. A spatial simulation

model incorporating both exogenous landscape features and interaction effects predicts a

spatial pattern that is qualitatively quite similar to the scattered development observed in

recent residential development.

What is apparent from the modeling efforts of Landis, Landis and Zhang, and

Bockstael, et al. is that the spatial pattern of land use change can be explicitly modeled in

terms of individuals' economic decisions. The expected net returns from conversion will

be influenced by a host of factors, including locational attributes of the parcel, previous

land use decisions in the surrounding area, and a variety of government policies that alter

the expected returns from land in a particular use. What is also apparent is that these

spatially disaggregated models have huge data requirements and such rich data sets are

not yet commonly available. Nonetheless, it may be possible to use the insights garnered

from the spatially disaggregate models, in which the micro-level decisions of individual
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land use agents are modeled, to provide an economic basis for models of land use change

at more spatially aggregate scales.

CONCLUSIONS

The free market does not provide the optimal amount and pattern of land use. The

environmental externalities, public good amenity/disamenities, and spatial spillovers that

are associated with land use are so apparent as to make this statement trivial. While

identification of these inefficiencies is one thing, instituting policy measures that

successfully correct for them is another. The ma!iiltude of an environmental externality

associated with a human activity depends not only on its location in the ecological

landscape, but the incentives for human activity are often depe dent on location as well.

In either case, it is not just location relative to physical features of the landscape that

matters, but also relative to the human activities going on "next door." The ecological

landscape is not fixed, but rather constantly evolving through natural processes and

human interference. ut since the amount of land in a region is relatively fixed and every

acre of it is in one land use/cover or another, policies that seek to discourage one sort of

human activity will inadvertently invoke another.

The process is further complicated by the path dependent and often irreversible

nature of land use change. Interactions among economic agents that influence the

location of households and firms, the durability of development, and the fixity of many

natural features of the landscape suggest that the evolution of land use pattern is pa

dependent. I've to the endogeneity of location and land use decisions, many different

land use pattern outcomes are possible and the pattern that actually results is determined

by exogenous spatial heterogeneity (e.g. natural resource endowments) or random

historical events (e.g. the location of a transportation route) that influence the future

evolution of land use pattern. In addition, conversion of land to a developed use is often

irreversible, at least over an intermediate time horizon, and particularly so in areas

experiencing growth pressures. Such e ects magnify the costs associated with

inadvertent outcomes of policies.
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The complexity of land use change presents challenges for researchers and

policymakers alike. In this chapter, we have sought to review the literature and outline

the challenges involved from both a policy and modeling perspective. The first part of

the chapter considered specific policies and their impacts on land use within the context

of economic models of markets or individual decision making. We found that the policy

environment invokes changes in land use that are complex and indirect and that often

result in unintended consequences. We also found that returns from human activities

related to the land are spatially heterogeneous, as is the sensitivity of ecosystems to those

actions.

The second part of the chapter begins from the perspective of ecological

modelers. From ti s viewpoint, the spatial distribution and pattern of land use change is

all important; so important in fact that ecologists and other environmental scientists have

often assumed the role of land use change modeler to meet the pressing need for

forecasting tools. Economists have been slow to enter s arena for some very good

reasons — including the paucity of economics data at a spatially disaggregate level. ,

However, it is apparent that even a modest amount of economic input can have real

payoffs. This is particularly true when the interest is in understanding the potential two-

way interactions between land use and environmental change. While landscape amenities

may not have direct connections to ecological functioning, they may play a significant

role in individuals' location and land use decisions. Tis suggests that changes in some

characteristics of land use pattern may have economic consequences that lead to further

changes in land use pattern. Modeling e dynamic evolution of land use is possible only

by considering the economic causes and consequences of land use change.

While the returns to developing economic models of land use change are

potentially high, conflicts can exist between economics and ecological modeling over

such fundamental parameters as a common unit of observation or geographical domain.

When micro-level data are available they relate to decision units — firms and households,

as opposed to cells in the landscape. Likewise, when economists circumscribe the extent
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of their analysis, it is the extent of the relevant market or political jurisdiction that

dictates the boundaries, ra ner than a watershed or other ecosystem.

Space poses a challenge for economists in a more fundamental way. The land use

change problem is frequently one in w ch we are interested in understanding how the

location specific decisions of individ economic agents aggregate to a changing spatial

pattern over time. This is particularly important if we are to better understand how the

cumulative effects of many individual land use decisions combine over space and time to

generate externalities that have consequences for achieving socially more desirable

spatial distribution of land use/cover.

Economists are familiar with the concept of aggregating up from an individual to

a collective outcome, in the sense that a large number of individual age ts making utility

or profit maximizing decisions constitutes a market. In understanding how these

individual actions aggregate up into market outcomes, the defining factor for economists

is the distinction between what is endogenous and what is exogenous at each scale. Our

usual way of crossing from one scale to the next is aspatial, thou 11, and understanding

spatially distributed aggregate outcomes is not straightforward. In t s respect, the new

agent-based spatial models of city formation by Krugman, Anas, Fujita, Page, and others

are promising. This approach provides a description of large-scale, dynamic changes in

urban and regio al spatial structure based o the optimizing behavior of individual

economic agents distributed across space. Z y building additional spatial heterogeneity

into these models, more realist and useful economic models of land use change — i.e. ones

that predict spatially explicit changes in land use pattern as the result of underlying

economic forces — may emerge.
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