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1. INTRODUCTION
I

,

In a 1968 article Hlldreth and Houck [2] investigated the foilowing

mode 1
K

yt=x ‘tk btkk=l

.-K
-z%k=,‘k (@k+ Vtk)

where

and

t = 1,2,,...,T,

K
-E t- 1,2,... ,T, ~

‘t k=] ‘tk ‘tk’

b
tk m 8k+ ‘tk’

for all t and k.
.

(1.1)

(1.2)

(1.3)

.

The yt are observed values of a random variable, the Ztk are known,

non-random values of explanatory variables and ‘tk are unobserved ran~om

variables. The mean response of y to a unit change In the k-th explana-

t~ry variable is given bY 6kt whilst tl~e actual resPonse ‘or ‘ile ‘-th

observation is btk. it Is also assumed tAat

Evtk - 0, for all t and k~ (1.4)
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and

{

‘kk
fort msandk=j,

EVtk V~J = (1.5)
Ofort+sork+j:

If the dkk are known the minimum variance linear unbiased estimator

(BLUE) of the Bk is readi iy attainable. However the “best” estimator (or

predicter) of the actual response Cc=fficients (the btk) iS not as obvious~l

This paper derives tile BLUE for the btkwhen the dkk are known. .

,

2. NOTATION

Equation (1.1) can be written as

,-
y-za+u

where Z is a TxK matrix of rank K and y,~and u

T respectively. The vector~ contains the mean

actual response coefficients are given by

b_LB+v

,

(2.1)
.

are vectors of orders T,K and

response coefficients. The

(2.2)

.
.

lThroughout the paper i will refer to an it may“estimator” of btk.

be more appropriate to think of “predicting” the btk since, although
. .

they have been realized, they are unobservable random variables. ‘ .
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where L =
TKxK
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Assumptions (1.4) and (1.5) can be wrlttcn as

Ev = 0,

/’

(2.3)

(2.4)

(2.5)

(2.6)
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If Zk = diagonal (zlk? z2kt .~*$ ‘Tk) and

x = [Zl, Z2, . . . . ZKI
TxTK

then u = xv.

Let

CD” EUU1 = XAX1o .

The BLUE for 13 is

3. BEST ESTIMATOR FOR b

The BLUE for b wili be unbiased in the sense that

9.

(2.7)

.

(2.8)

(2.9) “

.

(2.10)

(20il)

the expectation

of the estimation (prediction) error is zero, and minimum variance In the

sense that the covariance matrix of the estimation error of any other

linear unbiased estimator exceeds that of the BLUE by a non-negative

definite matrix. That is, if ; is the BLUE for b, b’~ is any oti~er linear

unbiased estimator for b and W is a non-negative definite matrix? then
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(3.1)

E(:-b) = O, ) (3.2)

and

E(b*-b)(b:*-b)’ = E(:-b) (;-b)’ + W. (3*3)

In searching for an estimator for b = Lfl + v it seems natural to

estimate LB with L; given by (2.3) and (2.11) and to look for an esti-’

mater for v. Estimates of the elements of u can be found from

Ly-zi, (3.4)

and estimates of the elements of v obtained by solving the system of equa-
.

tlons, .

x; = ;. (3*5)

However no unique solution exists to (3.5) because it involves T equations

in TK unknowns. In fact, thefie are K unknowns in each equation. Equa-

tion (3.5) can be written In scalar form as

A A A *

‘tl ‘tl
i’ Ztz vt2 +

““* + ‘tKvtK= ‘t’
for all t. (3.6)

.

The problem is to f,ind suitable values for ;tl, ; tz ? “..*” ;tK from (3.6)

or, in other words to allocate some proportion of ;t to each of the ;tk’s.

An appealing way to do this iS to fIl10Ci3tt? ;t among the ztk ;tk in the

same proportion as the variances of the Ztk Vtk contribute to the vari-

ance of ut.

The variance of Ut is

.
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while the variance of Ztk Vtk is

Therefore, if ;t islaliocated between the ztk ‘tk

as the variance of Ut is aliocated between the var

a solution to (3.6) is

or,

6

(397)

/

k. (3*8)

n the same proportion

antes of the %tk vt~

Noting that the denominator in (3,10) is the t-th diagonal e’

estimates of the disturbances associated with the k-th. coeff

written in matrix form as

.
A

Vk = z co-’:“ “ .‘kk k

(3.9)

(3.10)

,,

ement of~

cient can be

(3.11)

When estimates of all the disturbances are incIuded- (3.11) becomes
,

A

; - A@-l u.
(3.12)

This Is verified as a solution to (3.5) by substituting (3.12) into (3.5)

and retailing ti~at@ s XAX’.

w
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We now have as an estimator for b,

~1= L(Z’@ Z)-]Z’@-ly +AX’@-l & (3613)

It will be shown below that this estimator is BLUE.

Using ;= [1 - Z(Z’@ “ z)-’ Z’@-’]y, [l,p.233], ; can be written

as the following linear function of y. \

;= [L(z’@-lz)”lz’ @-l +Ax’@-l (i-z(z’ @-lz)-lz’ @-l )]Y ,

- Qye (3.14)
●

Substituting ZB + u for y we have

.

b- b=QZfi+Qu-.L6-V .

- QU - v because QZ = L

- (QX-i)v. (3.15)

Taking expectations,

E(~-b) = (QX-1) Ev= O (3.16)
.

and

E(~-b) (~-b)’ = (QX-i)EVV’(QX-i)’

= Q@Q’ - QXA - Ax’Q’ + b. (3.17)

Theorem: The minimum variance IInear unbiased estimator of b is given

by (3.i4) and the variance of tile resuiting estimation error by (3.i7).
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Proof: Unbiasedness of ~ is shown in (3,16).
w

Let b* = C*y be any other Ilnear unbiased estimator for b and let
)

CRC* - Q. Then, ●

b~ - (@y, (301a)

Rewriting (3.18) and subtracting b gives

,

(Q+C)Z(3 + (Q+C)U - LB - V

CZfl+Qu+Cu-v. (3.19)

Taking expectations, .

E(b*-b) = CZ8. (3.20) .

Since b* is unbiased (by definition), ‘it follows that CZ= O, and that

b*-bssQu+cu-v
.

= (QX + CX - i)V.

The variance of the estimation error of b’$ is

E(b*-b)(b*-b)’ = (QX+CX- l)Evv’ (QX+Ci - i) ‘ .

= Q@)Q’ + Q@c’ - QXA - Ax’Q’

. A)(’c’ +A.+ @Q’ + @/ : CXA.

(3,21)

(3.22)

Now

,.
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C@)Q’ = C@@-l Z(Z’@-l Z)-lL’ + C@@-lXA

- c@@2(z’ @)-b)-lz’ @y’xA

= CXA, since CZ = 0.

Therefore, (3.22) will reduce tO

(3.23)

E(b’W)(b *-b)’ = Q@Q’ - QXA - AX’Q’ +A+C@C’ *

= E(;-b) (;-b)’ + C@ C’.

Since C@C’ is non negative definite tile theorem

4. CONCLUSIONS

(3.24)

is proved.

In the model of (1.1), (1.2) and (1.3) one might suspect that the

best estimator of the actual response coefficients is identical to the

best estimator of the mean response coefficients. it is shown above, that

this is not the case.

in practice ~ and ; can seldom be calculated because@is unknown.

Hildreth and Houck [2] outline several alternative estimators for@and

note that corresponding to each estimator for~is an estimator for 13

obtained by substituting the estimated@for the real@in (2.11). in a

similar way it is now possible to use any of the estimated@’s in (3,14)

to estimate b, and wc have a number of estimators for b depending on which

estimator for@is employed. The small sample properties of estimators for

$ and b obtained in this way are still unknown and need

to determine whether or not estimation of the varjances

cost.

to be investigated

Js worth the extra ~

,

.
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