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Data from the 2006 Agricultural Resource Management Survey and multivariate regression procedures are used to examine the role of human capital in impacting the incomes of farm households. The paper uses an "adjusted" concept of income where government payments are subtracted from total household income thus allowing for the utilization of government payments as a potential control variable in the regression models. Findings indicate a significant and positive role for higher education except for farm households at the very lower and upper ends of the income distribution.
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Economists have long recognized that a major source of U.S. productivity growth and economic mobility in the first part of the past century was the growth in the quality of the workforce, which was ascribed in turn to the rise in educational attainment among workers (Becker 1995, Carneiro and Heckman 2003). The recent decline in the growth in the quality of the workforce attributed to a large extent to the deceleration in the growth in the educational attainment among cohorts of American workers born since 1950 has serious implications for growth in aggregate real wages (Heckman 2005). The slowing of real wage growth, in turn, could have an adverse impact on the economic well-being of households.

The objective of this paper is to use data from the 2006 Agricultural Resource Management Survey (ARMS) to assess the role of human capital, as proxied here by farmer’s education, in impacting the incomes of farm operator households.1

Providing practitioners involved in formulating rural development and farm policies with a better understanding of the potential favorable impact of education on the incomes of farm families is crucial considering the continued rise in the adult educational attainment in nonmetro areas. For example, a USDA published report (Kusmin 2007) shows about 17 percent of the rural population aged 25 and older in these areas with at least a 4-year college degree in 2005, up by a 1.5 percentage point from 2000. For farm households, and based on data from the 2000 and 2005 ARMS, the improvement in the educational attainment of farm operators in the same age group is more evident than for the rural population as indicated by an increase over the same time period by 5.8 percentage points (from 19.3 percent to 25.1 percent) in the number of operators with at least a 4-year college degree. The importance of higher educational attainment to income goes even well beyond the current generation of farmers, as recent work on social capital—a theory of social interaction first introduced by Coleman (1988 and 1990) and later examined and commented on by others (e.g., Astone et al. 1999, Manski 2000)—has alluded to the benefits of parents’ education, which provides the potential for a cognitive environment for the child, on the prospect of having educated children.2

---

1 The phrase “human capital” as it relates to a person’s own educational attainment was coined by Theodore Schultz (see Schultz 1960). Some researchers extend the phrase to relate to a person’s job experience in addition to a person’s own education (e.g., Mincer and Polacheck 1974).

2 An interesting line of research on the relationship between social capital and household income distributions in the United States was...
Haveman, Wolfe, and Spaulding (1991) found a strong effect of parents’ education on children’s educational success, thus pointing to social capital in the household as being a major determinant of the development of human capital for the children of farmers.

**Literature Review**

The most cohesive literature on the relationship between human capital development and the potential for higher earnings dates back to the early work of Friedman and Kuznets (1945) and a few decades later to, among others, Mincer (1962 and 1974), Ben-Porath (1967), Ritzen and Winkler (1977), and Becker (1962, 1966, 1975, and 1994). The central thesis of this body of research which underlies what is commonly known as the “human capital” model is that investment in skill through formal education and/or through experience acquired through on-the-job training is rewarded in the labor market, because of enhanced productivity of workers, through higher earnings. Freeman (1979) and Dooley and Gottschalk (1984), among others, document the importance of education to the earnings of households. A study by Lazear (1980), which has noted based on earlier studies that attained levels of schooling tend to be positively associated with parents’ income, developed a model that allowed for the estimation of costs and returns to education across individuals in various income groups. Findings of this research showed that the poor face implicit borrowing costs to finance their education that are greater than those for the rich.

For the farming population, Schultz (1972 and 1975) and Huffman (1985) emphasized the importance of the ability to adapt to exogenous market forces and to structural changes as a relevant concept of human capital of farm operators. In the same vein, Schultz (1964 and 1975) and Nelson and Phelps (1966), among others, hypothesized that education may enhance farmers’ innovative ability, thereby facilitating the diffusion of new technology, a premise that was later demonstrated by the pioneering work by Huffman (1972, 1974, 1977, 1980, and 1981). Griliches (1964), Gisser (1965), Welch (1970), and Khalidi (1975) stressed the need to account for education as an important factor when modeling production agriculture.

Many researchers have documented the direct linkage between low educational levels and low earnings (e.g., Blank 1997, Deavers and Hoppe 1992, Parker 2005, Schiller 2004), which stems from a reduction in the incentive to enter the labor market and from the increased likelihood of limited opportunities for higher earnings and stable employment. A study by Goetz (1993) provided specific ideas on how agricultural economists can aid policymakers in figuring out where to invest marginal public dollars in order to most efficiently move rural people out of poverty. Despite the preponderance of studies that covered the direct relationship between education and innovation in U.S. agriculture and/or earnings in rural and non-rural areas, there seems to be paucity in the literature of the role that education plays in impacting the incomes of farm households [see Ahearn, Perry, and El-Osta (1993), Mishra et al. (2002), El-Osta, Mishra, and Morehart (2007), and Chang, Lambert, and Mishra (2008) for a peripheral exploration of the topic], a gap which this paper tries to mitigate. The main hypothesis that underlies this study is thus of the direct and positive relationship that exists between increases in the educational attainment of farm operators and the incomes of their households. A high formal educational level contributes to a farmer’s ability to adapt to the changing agricultural marketplace and to adopt new farming techniques with their attending positive impact on farmer’s income; this is in addition to the expectation that higher education is financially rewarding for the majority of farmers who work off the farm (Ahearn and Gibbs 2009).

**Human Capital Model**

Following closely and adapting the human capital model presented by Wilson (2001), the economic decisions of the $i$th individual (referred to henceforth as the farm operator) are characterized by the following objective:

3 Innovative ability as described by Wozniak (1984) is the proficiency to search for, collect, interpret, and evaluate efficiently any needed information in making pioneering decisions.
where \( U \) is a separable utility function, \( C \) is lifetime discounted stream of consumption, \( E \) is utility received from schooling (referred to here as education consumption good), \( B_i \) is the weight of consumption in utility, \( e \) is amount of schooling, and \( \varepsilon \) is an education-conditioned random utility term. The consumption good \( E_i \), which is the net effect of the utility benefits (e.g., pleasure received by \( i \)th farm operator from social contacts and from learning) and costs (e.g., perceived negative externalities of schooling such as classroom restrictions and time spent on homework), is depicted in the following production function:

\[
i E_i = g(e_i, x_i),
\]

where \( x_i \) is a vector of inputs (e.g., family background, neighborhood and school characteristics, etc.) that affect the net utility of being schooled, and \( g(.) \) is the technology that transforms \( x_i \) into \( E_i \).

Maximization of equation (1) by the \( i \)th farm operator is subject to the following budgetary constraints:

\[
\begin{align*}
3 & \quad Y_i = \alpha(Q_i) e_i + \xi_i, \\
4 & \quad C_i \leq Y_i,
\end{align*}
\]

where \( Y_i \) is lifetime discounted income stream—which, according to equation (4), will always equate with or exceed the lifetime discounted stream of consumption—\( \alpha \) is the returns to schooling, \( Q_i \) is a vector of variables that affect the returns to schooling (e.g., family characteristics such as parental education, family structure during childhood, family income, neighborhood and school factors, etc.), and \( \xi_i \) is the random component of income. As defined in equation (3), \( \alpha(Q_i) \) transforms the schooling of the \( i \)th farm operator into income. Accordingly, if the \( i \)th operator chooses to have the same amount of schooling as the \( j \)th operator when both of these operators are also similar in terms of the characteristics that affect income (i.e., \( Q_i = Q_j \)), then operator \( i \) will expect his or her income to be the same as operator \( j \) as described in the following (see Wilson 2001); otherwise, the incomes among these two operators are expected to vary:

\[
5 \quad E[Y_i|Q_i, e_i = e_j] = \alpha(Q_j) e_i \quad \text{for} \quad Q_i = Q_j.
\]

Substituting equations (2)–(5) into equation (1) yields the following Lagrangian, which describes the maximization of expected utility for the \( i \)th farm operator:

\[
6 \quad g(e_i, x_i) + E[\ln Y_i]B_i - \lambda[\alpha(Q_i) e_i - Y_i].
\]

The optimization problem described in equation (6), when solved, yields the following:

\[
7 \quad \alpha(Q_i) = \frac{-U_e \frac{\partial g(e_i, x_i)}{\partial e_i}}{U_e - \lambda e_i}.
\]

As described by Wilson (2001), the left-hand side of equation (7) is the marginal rate of transformation of educational attainment to income. For the \( i \)th farm operator, a change in the level of schooling will be associated with a \( \alpha(Q_i) \) change in expected income. The right-hand side describes the relative utility of schooling and marginal utility of consumption for the \( i \)th operator, or when stated differently, is the marginal rate of substitution of consumption of good \( E \) and the marginal rate of substitution of consumption. Based on equation (7), the \( i \)th operator will continue to seek higher levels of schooling until the marginal utility benefits equal the marginal utility costs.\(^4\)

\(^4\) The human capital model by Wilson (2001) allows for the examination of the role of “social capital”—as captured, for example, by the role of family members (e.g., spouses, parents, grandparents, etc.), neighborhood characteristics, and school variables—in impacting the level of schooling attained by the farm operator. This is captured by examining the following:

\[
\frac{\partial e_i}{\partial \alpha(Q)} > 0 \quad \Leftrightarrow \quad \frac{\partial e_i}{\partial \alpha(Q)} \left[ U_e \frac{\partial g(e_i, x_i)}{\partial e_i} \right] > 0,
\]

where

\[
U_e = \frac{U_e}{U_e - \lambda e_i}.
\]

The interpretation of this is that variables in \( Q \) that increase the returns to education as represented by \( \alpha(Q) \) will also increase educational attainment, a result known in the literature as the income effect of the variable. In the same vein, variables in \( x_i \) that increase the non-pecuniary benefits of education will also increase the level of schooling.
Data and Methods

Data Sources

The primary data source is the 2006 ARMS. The ARMS, which has a complex stratified, multiframe design, is a national survey conducted annually by the National Agricultural Statistics Service (NASS) and the Economic Research Service. Each observation in the ARMS represents a number of similar farms (e.g., based on land use, size of farm, etc.), the particular number of which is the survey weight (or the inverse of the probability of the surveyed farm being selected for surveying). The size of the sample after deleting observations with incomplete information on some of the variables used in the analysis was 6,155, which when properly expanded using survey weights yielded a population of farm operator households totaling 1,951,253.

Empirical Estimation

Building upon the income-generation process described above in the human capital model for the farm operator, the econometric representation of such a process for the \( i \)th (\( i = 1, \ldots, n \)) farm household is depicted by the following linear regression model:

\[
y_i = \beta_0 + \sum_{j=1}^{k} \beta_j x_{ij} + \epsilon_i,
\]

where \( Y \) denotes the total income earned by the operator and by all other members of the household from all farm (except for income from farm program payments) and off-farm sources, \( X_j \) is the \( j \)th explanatory variable, and \( \epsilon_i \) is an error term.

The income-generation process that underlies the analysis predicts a positive impact of education on the incomes of farm households. To the extent that government payments are excluded from \( Y \), this variable is referred to henceforth as “adjusted” farm household income.6

Conventional methods of inference and prediction based on the linear regression model hinge on the requirement that the basic assumptions of the normality of distributions and the constancy of error variances are being met (see Box and Cox 1964, Kmenta 1986). In terms of the assumption of a normally distributed \( \epsilon_i \), this is violated since the distribution of \( Y \) in the selected sample is positively skewed, as evidenced by the wide gap that exists between the unweighted mean and median estimates ($120,732 and $56,711, respectively) and by the excessively large measured skewness and kurtosis coefficients (20.61 and 815.25, respectively).7 A consequence of this violation is that the resulting estimates of the model’s parameters are inconsistent (Burbidge, Magee, and Robb 1988). A frequently used remedy for this violation is to utilize a logarithmic transformation on the dependent variable because of its ability to generate something closer to symmetry (see Deaton 1989, Altonji and Doraszelski 2001). This approach, however, is not practical here since 1,027 of the 6,155 observations (or 16.7 percent) in the selected sample have non-positive values of \( Y \). Instead, the paper ameliorates the effects of nonnormal distribution of \( Y \) in the presence of negative observations by implementing an inverse hyperbolic sine (IHS) transformation approach, as was delineated by Burbidge, Magee, and Robb (1988), and as was used by, among others, Carroll, Dynan, and Krane (2003). Specifically, the IHS transformation of observations containing negative, zero, and positive values is described by the following:

\[
g(Y_i, \theta) = \text{log}(\theta (\theta Y_i^2 + 1)^{1/2}) - \theta Y_i = \frac{\text{sinh}^\theta (\theta Y_i)}{\theta} + \beta_0 + \sum_{j=1}^{k} \beta_j x_{ij} + \nu_i,
\]

where \( \theta \) is a parameter that needs to be estimated. The transformation is applied to each observation, and then the regression model is estimated using the transformed data.

---

5 For more detail, see http://www.ers.usda.gov/Briefing/ARMS/.

6 Gundersen and Offutt (2005) utilized a closely related concept of income. Specifically, three selected levels of government support payments (e.g., low, midway, and high) reflecting a 2-year range of average payments received by low-income households were subtracted out from total farm household income, thus allowing for the derivation of three varied vectors of adjusted incomes. This was done by the authors in their attempt to examine the eligibility rates for food stamps for farm households with and without the farm safety net payments.

7 The normality assumption of the distribution of \( Y \), if found valid, would have implied that the mean and median estimates are closer to each other and that the measured skewness and kurtosis coefficients are very close to zero. The null hypothesis that \( Y \) is normally distributed was also rejected based on the Anderson-Darling (AD) test of normality (i.e., computed AD statistic = 1,156.77; p-value < 0.005).
where equation (9) is defined over all the possible positive values of the dampening parameter $\theta$, $\beta_j$ is a parameter to be estimated, and $v_i$ is an error term. While $\beta_j$ from equation (9) does not have the same direct interpretation as in the case of least squares regression, it nevertheless can be interpreted as the marginal effect of a change in a particular $X_j$ on thousands of dollars in adjusted farm household income by applying the transformation $1/2(e^{\theta v_i} + e^{-\theta v_i})\hat{\beta}_j$, or $\phi\hat{\beta}_j$, and then averaging the resultants over all observations in the sample [for more detail, see Pence (2006)].

As for the requirement in the linear regression model of constancy of error variances [i.e.,

$$V(v_i|X_i) = \sigma^2,$$

a violation of this assumption may be associated with the presence of outliers in the data. A potential drawback of linear regression models in the presence of non-constant error variance is that the estimated standard errors of parameters (and therefore $p$-values) could be incorrect, thereby leading to wrong inferences. Figure 1 provides a graphical illustration of these two concerns. For example, the upper chart shows a scatter plot of all the leverage (i.e., indicator of the amount of influence an observation has on the regression line) points, or $h_{ii}$’s, in the regression model described in equation (8) against their corresponding squared residuals. To the extent that a particular $h_{ii}$ measures the distance between the values of each of the explanatory variables (henceforth referred to as $X$ values) for the $i$th observation and the corresponding means of $X$ values for all $n$ observations, it provides an indication as to whether or not the $X$ values for the $i$th observations are outlying (Neter 1985). Nearly 5 percent out of the 6,155 observations used in the regression model are shown to be influential based on leverage values that are greater than twice the average value for all $h_{ii}$’s as reflected in the dashed horizontal line in the upper chart of Figure 1. Despite this, nearly all of these outlying observations appear to fall on the plane corresponding to where the majority of the data is located. Based on Rousseeuw and van Zomeren (1990), these points are nevertheless considered “good” leverage points because of their ability to improve the precision of the regression coefficients. In contrast, observation 1 is a “bad” leverage point since in addition to having an above-average leverage value it also lies far from the plane corresponding to the majority of the data. Careful investigation of the reported characteristics (e.g., acres, value and type of production, etc.) of this outlying observation revealed, despite its potential influence on the regression line, that this observation was a valid data-point, and as such, it could not be excluded from the dataset. The lower chart of Figure 1 demonstrates the presence of heteroscedasticity, where some of the values of $Y$ in equation (8) exhibit more variability at some levels of $X$ compared to others. Specifically, while the residuals above and below the line in this chart depicting a zero-valued residual across all the fitted values of $Y$ were expected to be randomly distributed with no apparent pattern based on the homoscedasticity assumption in the classical linear regression model, the distribution of these residuals instead exhibits a “funnel”-shaped pattern, indicating the presence of an outlying observation with regard to the $X$ values if $h_{ii} > 2F$, where

$$F = \frac{\sum_i h_{ii}}{n} \frac{k}{n},$$

(see Neter 1985, p. 403).

As Neter (1985, p. 115) notes, the presence of an outlier may be the result of an interaction with another explanatory variable, one which is omitted from the regression model. A Ramsey RESET test (see Ramsey 1969), using powers of fitted values of $Y$ to test the null hypothesis that the model has no omitted variables, was rejected at the 1 percent level of significance based on $F(3, 6,131) = 15.01$.

The null hypothesis that the error variances are all equal versus the alternative that the error variances are a multiplicative function of one or more variables was tested using the Breusch-Pagan test (see Breusch and Pagan 1979). The resulting large $\chi^2_{(p=1)}$ value of 10,744.43 ($p$-value = 0.0000) indicates that heteroscedasticity is present in the regression model, just as was detected based on the graphical representation of the distribution of the error terms.
which also indicates an increase in the error variance as the value of $Y$ increases. An example of the ill-effect of non-constant variance in the distribution of the error terms is observation 1 where the model in equation (8), if used in its current form, would have predicted an adjusted farm household income of $420,000 when the true income level is $24.5 million.

As evident from the above discussion, the use of the linear regression model in the presence of outliers and heteroscedastic error terms is problematic. While the use of IHS transformation is one way to mitigate the problems associated with the non-normality of the disturbance terms due to outliers, the linear quantile-regression model is yet another technique that allows for the mitigation of this problem (see Hao and Naiman 2007). This regression model, as originally proposed by Koenker and Bassett (1978), differs from least squares regression in that it minimizes the absolute residuals’ sum by giving different weights to the quantiles being investigated, rather than just the sum of squared residuals. Specifically, as delineated in Buchinsky (1994 and 1995) and in Chen, Lin, and Chang (2009), the linear quantile regression procedure specifies the $\tau$th conditional quantile relationship, denoted by $\text{Quant}(\cdot)$, between $g$, the variable depicted by the IHS-transformed $Y$, and the set of explanatory variable $X$ as

\begin{equation}
\text{Quant}_\tau(g_i | X_i) = X_i \beta_{\tau},
\end{equation}

where

\begin{equation}
\tau = \int_{-\infty}^{X_i} f_g(s | X_i) \, ds
\end{equation}

and where $f_g(\cdot)$ is the probability density function of $g$. The quantile regression model for the sample is thus

\begin{equation}
g_i = X_i \beta_{\tau} + u_{i,\tau}, \quad i = 1, \ldots, n.
\end{equation}

Letting $\rho_\tau$ denote a weighting function used to center the data subject to the $\tau$th quantile, the estimator $\hat{\beta}_{\tau}$ of the $\tau$th sample quantile ($0 < \tau < 1$) of $g$ is obtained by means of linear programming by solving the following:

\begin{equation}
\min_{\beta} \frac{1}{n} \sum_{i=1}^{n} \rho_\tau \left( g_i - X_i \beta \right)
\end{equation}

\begin{equation}
= \min_{\beta} \frac{1}{n} \left[ \sum_{i: g_i > X_i \beta} \tau |g_i - X_i \beta| + \sum_{i: g_i \leq X_i \beta} (1-\tau) |g_i - X_i \beta| \right].
\end{equation}
As \( \tau \)th increases from 0 to 1, equation (12) allows for the conditional distribution of \( Y \) conditional on \( X \) to be obtained in its entirety (Buchinsky 1998). In this paper, the estimates \( \hat{\beta} \) were obtained for \( \tau = 0.05, 0.25, 0.50 \) (i.e., the median), 0.75, and 0.95. The use of IHS transformation in a quantile regression framework has two specific advantages. First, it helps with the occasional lack of convergence, and second, it ameliorates the problems with heteroscedasticity (see Pence 2006). Another approach used in the paper to deal with heteroscedasticity was to implement bootstrapping (see Efron and Tibshirani 1994, Adkins and Hill 2004) as a means of obtaining an estimator for the covariance matrix of the vector \( \beta \), which was done under both the linear least squares and the quantile regression models.12

### Results

Table 1 presents definitions and summary statistics of the variables used in the estimation of the adjusted farm household income model, with a graphical delineation of the variables used to control for farm location, shown in Figure 2. Operators of farm households are, on average, relatively old with modest levels of education, and are more likely to be white men. The households of these operators rely heavily on income from off-farm sources, as evidenced by the large income they earned from off-farm wages and salaries in 2005. The farms of these operators are fairly specialized, as indicated by the entropy measure.13 These farms are also more likely to be located in either a medium- or a medium-large density county than in either a low- or a large-population density county, and in terms of regional location, they are more likely to be located in the regions of the South or the Midwest than in the regions of the West or the Northeast. In terms of government payments, this income source, which was subtracted out from the dependent variable, accounts for only 6.6 percent of these households’ average total household income of $75,307.

Of the variables listed in Table 1, age of the operator, an operator’s gender as being male and race as being white and family structure defined as being married with children, a potential for having higher off-farm earnings and a bigger size of farm, precipitation and soil productivity, and a farm location other than in the Northeast or in a large population density area are all factors that are expected to be positively associated with household income (see Hoppe and Bluestone 1987, Marchant 1997, Gardner 2000, Ahearn and Gibbs 2009, Ahearn and Gibbs 2010, Mishra et al. 2002, El-Osta, Mishra, and Morehart 2007, Whitener and Parker 2007, and De Frahan et al. 2008). Evidence from published USDA reports suggests that farm household income increases with age of the operator, but at a decreasing rate (see Ahearn and Gibbs 2009). The impact of the remaining variables on the income of the farm household is harder to predict a priori. Among the potential impacts of these variables, one that is most relevant from a farm policy perspective is the direction of association between government payments and farm household income. While increases in government payments can increase total farm household income if there are no transfer efficiency losses or slippage, payments can also decrease overall income by inducing operators to consume more leisure and/or change the factor mix and/or the commodity composition to less profitable enterprises (see Dewbre and Mishra 2002). Yet another likely reason for the decrease in total income is that increases in payments may induce farmers—particularly those with decreasing marginal utility of income—to allocate

\[
\text{entropy} = \sum_{i=1}^{N} \left( \frac{\text{ (% value of production from enterprise } i)}{\log(N)} \right) \log \left( \frac{1}{\text{ (% value of production from enterprise } i)} \right)
\]

where the index ranges from 0 percent (i.e., a completely specialized farm producing only one commodity) to 100 percent (i.e., a completely diversified farm with equal shares of each commodity).

---

12 When data with a complex survey design is used in full rather than as a subset, as in this paper, the jackknife (JK) variance estimation method provides a proper approach to measure the variances of estimated parameters of regression models (for further detail in the context of the ARMS, see Kott (1997) and Dubman (2000)). In lieu of the JK method, and to remedy the computational limitation caused by the partial use of the ARMS data, this paper uses the bootstrapping technique. In fact, this method of variance estimation in the context of quantile regression is preferred over other direct nonparametric methods because, under this technique, assessing whether the distribution of the covariates is influenced by stochastic effects becomes feasible (see Baguio 2009) and the construction of confidence intervals based on quantile regression estimator is greatly simplified (see Hahn 1995).

13 The extent of farm diversification among \( N \) possible enterprises is measured using the following index (see Theil 1971):

\[ \text{entropy} = \sum_{i=1}^{N} \left( \frac{\text{ (% value of production from enterprise } i)}{\log(N)} \right) \log \left( \frac{1}{\text{ (% value of production from enterprise } i)} \right) \]
Table 1. Definitions and Weighted Means of Variables Used in the Income Model (2006)

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEPENDENT VARIABLE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted farm household income: total farm household income excluding govt. payments ($1,000)$^a$</td>
<td>70.31$^*$</td>
<td>1.95</td>
</tr>
<tr>
<td>IHS-transformed total farm household income excluding government payments ($1,000)$^b$</td>
<td>43.96$^*$</td>
<td>0.81</td>
</tr>
<tr>
<td><strong>EXPLANATORY VARIABLES</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operator and household characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age of farm operator (years)</td>
<td>56.70$^*$</td>
<td>0.36</td>
</tr>
<tr>
<td>Education of farm operator:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school (= 1, 0 otherwise)</td>
<td>0.40</td>
<td>--</td>
</tr>
<tr>
<td>Some college (= 1, 0 otherwise)</td>
<td>0.23</td>
<td>--</td>
</tr>
<tr>
<td>College and beyond (= 1, 0 otherwise)</td>
<td>0.26</td>
<td>--</td>
</tr>
<tr>
<td>Gender of farm operator (= 1 if operator is male, 0 otherwise)</td>
<td>0.90</td>
<td>--</td>
</tr>
<tr>
<td>Ethnicity of farm operator (= 1 if operator is white, 0 otherwise)</td>
<td>0.96</td>
<td>--</td>
</tr>
<tr>
<td>Operator is married with children aged 13 or younger (=1, 0 otherwise)</td>
<td>0.19</td>
<td>--</td>
</tr>
<tr>
<td>Operator working full-time (at least 2,000 hours per year) on farm (=1, 0 otherwise)</td>
<td>0.25</td>
<td>--</td>
</tr>
<tr>
<td>Last year’s income from off-farm wages and/or salaries and/or from an off-farm business ($1,000)</td>
<td>48.48$^*$</td>
<td>1.99</td>
</tr>
<tr>
<td>Government payments to farm household ($1,000)</td>
<td>5.0$^*$</td>
<td>0.23</td>
</tr>
<tr>
<td>Last year’s gross value of farm sales ($1,000)</td>
<td>64.75$^*$</td>
<td>2.47</td>
</tr>
<tr>
<td>Entropy (%)</td>
<td>13.51$^*$</td>
<td>0.30</td>
</tr>
<tr>
<td>Precipitation (millimeters)</td>
<td>965.91$^*$</td>
<td>8.55</td>
</tr>
<tr>
<td>Soil productivity index</td>
<td>73.37$^*$</td>
<td>0.35</td>
</tr>
<tr>
<td>Farm location:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>County:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium density county (= 1 if population equals 10–49 per square mile, 0 otherwise)</td>
<td>0.39</td>
<td>--</td>
</tr>
<tr>
<td>Medium-large density county (= 1 if population equals 50–249 per square mile, 0 otherwise)</td>
<td>0.39</td>
<td>--</td>
</tr>
<tr>
<td>Large density county (= 1 if population equals 250 or more per square mile, 0 otherwise)</td>
<td>0.13</td>
<td>--</td>
</tr>
<tr>
<td>Region:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Midwest (= 1, 0 otherwise)</td>
<td>0.38</td>
<td>--</td>
</tr>
<tr>
<td>West (= 1, 0 otherwise)</td>
<td>0.13</td>
<td>--</td>
</tr>
<tr>
<td>South (= 1, 0 otherwise)</td>
<td>0.44</td>
<td>--</td>
</tr>
<tr>
<td>Sample size</td>
<td>6,155</td>
<td></td>
</tr>
<tr>
<td>Farm operator households</td>
<td>1,951,253</td>
<td></td>
</tr>
</tbody>
</table>

$^*$ Means for continuous variables are statistically significant at 5 percent (standard deviations are computed using 1,000 bootstrap replicate samples).

$^a$ Median total household income excluding government payments ($1,000) = $53.50.

$^b$ Median IHS-transformed total household income excluding government payments ($1,000) = $45.44.

$^c$ Excluded category (11 percent): “less than high school.”

$^d$ Excluded category (9 percent): “if population is less than 10 per square mile.”

$^e$ Excluded category (5 percent): “Northeast.”

Figure 2. Geographic Delineation of Population Density and U.S. Census Regions

Source: The population and the land area data for the population density are from, respectively, http://www.census.gov/popest/estimates.html and the U.S. Census Bureau, Summary File 1, 2000 Census of Population.
more hours to on-farm work and less to off-farm work where the potential for higher earnings tends to be higher (El-Osta, Mishra, and Ahearn 2004, Ahearn, El-Osta, and Dewbre 2006, Key and Roberts 2009). In addition, receipt of payments as in the case of conservation payments often requires farms to incur costs to adopt conserving practices (Ahearn and Gibbs 2010). Another likely factor that may allow government payments to adversely impact farm household income is the fact that payments tend to increase land values and land rental rates (see Roe, Somwaru, and Diao 2002, Goodwin, Mishra, and Ortalo-Magne 2003), which is particularly relevant for farm households as evidence from the 2006 ARMS shows that nearly 50 percent of all farm households that participate in farm programs are either part owners or full tenants, compared to nearly 29 percent for their non-participating counterparts. Yet another variable with an indeterminate effect on household income is the “entropy” variable, which is an indicator of enterprise diversification that farm businesses often use as one method of reducing income variability (Harwood et al. 1999, Newbery and Stiglitz 1985, Robison and Barry 1987). While Purdy, Langemeier, and Featherstone (1997) and Mishra, El-Osta, and Johnson (1999) found evidence that risk is reduced with diversification, the results with regard to the impact of diversification on farm returns and farm income were mixed.

Table 1 shows that the weighted average adjusted farm household income is $70,310, and when compared to a weighted median income of $53,500, this points to a skewed income distribution with a long right tail. After the IHS transformation, both the weighted mean income and the weighted median income are almost identical, at $43,960 and $45,440, respectively. The upper panel of Figure 3 demonstrates the extent of the skewness in the residuals that would result if the weighted least squares regression model of adjusted farm household income is estimated without performing the IHS transformation on the dependent variable as described in equation (9). In contrast, the lower panel of the figure, which utilizes this transformation technique (with $\theta = 0.0221478$; standard error $= 0.0006597$), shows a distribution of residuals that is much closer to normal, thus allowing for a more accurate estimation of the model’s coefficients.

Before equation (9) is estimated using weighted least squares, the issue of the presence of a likely endogenous explanatory variable was investigated using a two-step procedure. In the first step, a vector of residuals was obtained from a tobit regression model of government payments that was estimated using a maximum likelihood procedure. The “exclusion restriction” variable used in the tobit equation is a dummy variable indicating whether or not the farmer had worked on the farm full-time (i.e., more than 2,000 hours) in 2006. This variable is considered an “appropriate” instrument [i.e., $\text{Cov}(X_i, Y) \neq 0$] since, although it was not correlated with the IHS-transformed adjusted total income of the farm household based on a low value of the Pearson correlation coefficient ($= -0.18$), it was nevertheless correlated with government payments based on the statistical significance ($p$-value = 0.0001) of its estimated parameter [for more detail, see Angrist and Krueger (1991), Bound, Jaeger, and Baker (1995), Mallar (1977), Wooldridge (2002, p. 212)]. The second step involved re-estimating the regression model with the vector of residuals being included as an additional explanatory variable. The exogeneity of the government payments variable is asserted based on the finding of a statistically insignificant ($p$-value = 0.688) coefficient of the vector of residuals [see Smith and Blundell (1986), Rivers and Young (1988), Wooldridge (2002, pp. 472–477)]

14 One could argue that the education variable is potentially endogenous to the economic outcome models in equations (10) and (12) since a financially well-positioned household has the ability to invest in education, and a high level of education contributes to the ability of the household to earn higher levels of income. To account for the potential endogeneity of education on earnings, Angrist and Krueger (1991) used the season of birth as an instrument for education. A study later by Bound, Jaeger, and Baker (1995) found that the instrument used by Angrist and Krueger was not reliable. Card (1994), on the other hand, handled the potential simultaneity between the schooling variable and wages by using region and time variation in school construction as instruments for education. This paper can only presume, with a caveat, that education is exogenous, since finding a valid instrument in the ARMS dataset to deal with the potential simultaneity that might exist between this variable and economic outcome has proven unsuccessful.

15 The expected value of the censored variable $y_i$ is

$$E[y_i | x_i] \approx \frac{x'_i \beta}{\sigma} \frac{\phi(x'_i \beta + \lambda)}{\Phi(x'_i \beta + \lambda)}, \text{ where } \lambda = \frac{\phi(x'_i \beta + \lambda)}{\Phi(x'_i \beta + \lambda)},$$

and where $\sigma$ is the standard deviation of $\mu$, and $\phi(.)$ and $\Phi(.)$ are the standard normal probability density function and the standard normal cumulative density function, respectively (see Greene 2002, Long 1997). Consequently, the residuals are calculated as $y_i - y_i'$. 
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The results of the least squares IHS-transformed income model are presented in the first column of Table 2. The estimated least squares regression model appears to provide, taking into account the cross-sectional nature of the data, an acceptable explanatory power based on an $R^2$ value of 0.1597. Of the variables denoting operator’s characteristics, the age, the race, and the gender of the operator appear, ceteris paribus, with no significant impact on the adjusted income levels of farm households. In contrast, the positive and statistically significant coefficients of the dummy variables denoting educational attainment, and with the values of the coefficients increasing as the levels of education increase, asserts the importance of operators’ human capital on the income-generation capacity of farm households. In terms of household characteristics, a positive yet significant association is found between expected earnings from off-farm work and adjusted farm household income. In terms of farm characteristics, findings point to the importance of size of the farming operation and of a farm location in a large population density county or in a census region other than in the Northeast on the ability of the farm household to generate higher levels of income.

As can be seen from these results, the HW method, which produces consistent estimators for the coefficient variances even in the presence of heteroskedasticity (see Williams 2000), produces also standard errors that are very close to those obtained from using the bootstrap method. In contrast, the JK method here when a sub-sample of the ARMS is used seemed to have underestimated the sample-to-sample variability of the parameter estimates, which could lead potentially to wrong statistical inference, particularly for border-line cases.

---

For the sake of demonstration with regard to the inappropriateness of using the jackknife variance (JK) estimation method when the survey data that underlie the analysis are not used in full as in this study, two additional vectors of parameter variances of the OLS model of the adjusted farm household income (AFHI) in Table 2 were estimated: one based on the JK method and another based on the robust variance estimator method using the robust Huber/White/sandwich estimator (HW) (see Huber 1967, White 1980). The following is a partial listing of the results of the standard errors (in parentheses) under the three methods of variance estimation (significant coefficients are in bold; $p$-value = 0.05 or better):

**Bootstrap:**
\[
\text{AFHI} = -7.46 + 6.51 \times \text{HS} + 8.36 \times \text{SOME_COL} \\
(14.12) \quad (2.92) \quad (3.11) \\
+ 20.13 \times \text{COL_BEYOND} \ldots \cdot \ldots \\
(3.08)
\]

**Jackknife:**
\[
\text{AFHI} = -7.46 + 6.51 \times \text{HS} + 8.36 \times \text{SOME_COL} \\
(12.15) \quad (2.13) \quad (2.45) \\
+ 20.13 \times \text{COL_BEYOND} \ldots \cdot \ldots \\
(2.53)
\]

**Huber/White:**
\[
\text{AFHI} = -7.46 + 6.51 \times \text{HS} + 8.36 \times \text{SOME_COL} \\
(14.07) \quad (2.95) \quad (3.15) \\
+ 20.13 \times \text{COL_BEYOND} \ldots \cdot \ldots \\
(3.09)
\]
## Table 2. Weighted Least Squares (WLS) and Weighted Quantile (WQ) Regression Estimates of Factors Affecting the IHS-Transformed “Adjusted” Income (g) Levels of Farm Households (2006)

<table>
<thead>
<tr>
<th>Variables</th>
<th>WLS-regression</th>
<th>Q-regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}$</td>
<td>$\hat{\beta}_{0.05}$</td>
</tr>
<tr>
<td>Intercept</td>
<td>-7.46</td>
<td>-64.21***</td>
</tr>
<tr>
<td>Age</td>
<td>0.50</td>
<td>-0.64</td>
</tr>
<tr>
<td></td>
<td>(0.41)</td>
<td>(0.75)</td>
</tr>
<tr>
<td>Age, squared</td>
<td>-0.54</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(0.62)</td>
</tr>
<tr>
<td>High school</td>
<td>6.51***</td>
<td>2.56</td>
</tr>
<tr>
<td></td>
<td>(2.92)</td>
<td>(6.34)</td>
</tr>
<tr>
<td>Some college</td>
<td>8.36***</td>
<td>-4.29</td>
</tr>
<tr>
<td></td>
<td>(3.11)</td>
<td>(8.64)</td>
</tr>
<tr>
<td>College and beyond</td>
<td>20.13***</td>
<td>8.80</td>
</tr>
<tr>
<td></td>
<td>(3.08)</td>
<td>(7.32)</td>
</tr>
<tr>
<td>Male</td>
<td>3.14</td>
<td>7.18</td>
</tr>
<tr>
<td></td>
<td>(2.48)</td>
<td>(8.01)</td>
</tr>
<tr>
<td>White</td>
<td>4.46</td>
<td>4.91</td>
</tr>
<tr>
<td></td>
<td>(3.36)</td>
<td>(11.18)</td>
</tr>
<tr>
<td>Married with children</td>
<td>2.84</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>(2.30)</td>
<td>(7.29)</td>
</tr>
<tr>
<td>Last year’s off-farm income</td>
<td>0.10***</td>
<td>0.06***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Government payments</td>
<td>-0.34***</td>
<td>-1.19***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.28)</td>
</tr>
<tr>
<td>Last year’s gross value of farm sales</td>
<td>0.01**</td>
<td>-0.11***</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Entropy</td>
<td>-0.12**</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.19)</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Soil productivity index</td>
<td>0.06</td>
<td>0.27*</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>Medium population density county</td>
<td>0.78</td>
<td>17.30*</td>
</tr>
<tr>
<td></td>
<td>(2.96)</td>
<td>(10.36)</td>
</tr>
<tr>
<td>Medium-large population density county</td>
<td>3.15</td>
<td>16.97*</td>
</tr>
<tr>
<td></td>
<td>(3.04)</td>
<td>(10.27)</td>
</tr>
<tr>
<td>Large population density county</td>
<td>6.51*</td>
<td>20.28*</td>
</tr>
<tr>
<td></td>
<td>(3.62)</td>
<td>(12.09)</td>
</tr>
<tr>
<td>Midwest region</td>
<td>11.17***</td>
<td>23.78*</td>
</tr>
<tr>
<td></td>
<td>(3.27)</td>
<td>(11.48)</td>
</tr>
<tr>
<td>West region</td>
<td>10.18***</td>
<td>19.66*</td>
</tr>
<tr>
<td></td>
<td>(3.56)</td>
<td>(11.84)</td>
</tr>
<tr>
<td>South region</td>
<td>13.71***</td>
<td>24.36**</td>
</tr>
<tr>
<td></td>
<td>(3.21)</td>
<td>(10.48)</td>
</tr>
</tbody>
</table>

Notes: * $p < 0.10$, ** $p < 0.05$, and *** $p < 0.01$. Standard errors computed based on 1,000 bootstrap replicate samples are in parentheses. Dependent variable is ($1,000): $g = \sinh^{-1}(\theta Y_{i})/\theta$, where $\theta = 0.0221478$. Pseudo $R^2 = 1 - V^p_i / V^r_i$, where $V^p_i$ is the sum of the weighted distances for the full quantile regression model [see equation (12)], and $V^r_i$ is the sum of the weighted distances for the restricted model that includes only the intercept [for more detail, see Hao and Naiman (2007, pp. 51–52)].
income. In contrast, government payments, perhaps reflecting the consumption of more leisure and/or an increase in on-farm work hours, which results in a decrease in the commitment to off-farm work by participating farm operators and for the potential of higher off-farm earnings, are inversely related to adjusted total farm household income. El-Osta, Mishra, and Morehart (2007) found that an increase in the probability of receiving either a loan-deficiency or a production-flexibility-contract payment in 2001 had an adverse impact on the measure of economic well-being chosen for the study where the incomes of farm households were combined with annualized values of their marketable wealth. Data from the ARMS show that the 44 percent of farm households who participated in government programs in 2006 have reported, on average, much less income from off-farm wages and salaries than their non-participating counterparts ($51,471 versus $66,127, respectively). The fact that participating farm households had earned much less income from this income source is consistent with their lower participation rate in off-farm work (60.1 percent versus 67.8 percent) and with the higher percentage in terms of their operators having worked full-time on the farm (36.6 percent versus 15.3 percent). Similar adverse impact on farm household income is found to result as farm production becomes more diversified. Katchova (2005) found crop/livestock diversified farms and commodity diversified farms had, respectively, in comparison to specialized farms, diversification discount to farms’ values of 5.8 percent and 9.4 percent.

While the results from the least squares regression provide insights with regard to the mean of the dependent variable for each fixed value of the covariates in the regression model, the estimated coefficients from quantile regression allow for a description of the entire conditional distribution of the dependent variable (Hao and Naiman 2007). The last five columns of Table 2 provide the results of estimating the quantile regression model as described in equation (11). Based on the estimated coefficients, findings show that increases in operator’s age and educational attainment (from a high school education to some college, or to college and beyond) are the most relevant contributors to the income-generation capacity of farm households at the 0.5th quantile of the income distribution. Similarly, the impact of off-farm income is found most notable at the 0.5th quantile of the income distribution. Figure 4, which provides a visual representation of the quantile regression results with a 95 percent confidence interval, demonstrates how the estimated parameters vary over the conditional quantiles, while identifying those that are significantly different than zero. Of all the covariates considered in the analysis, those that depict operator’s education, earnings from off-farm wages and salaries, size of farm, and whether the farm is located in the South are found to positively impact adjusted farm household income at all or nearly all of the conditional income quantiles.

Without an IHS transformation to the dependent variable $Y$, the $j$th coefficient from a quantile regression can be interpreted as the partial derivative of the conditional quantile of $Y$ with respect to the $j$th regressor [i.e.,

$$
\hat{\beta}_j = \partial Quant_\tau(Y_{ij} | X_{ij}) / \partial X_{ij}
$$

In other words, the estimated $j$th coefficient is interpreted as the marginal change in $Y$ at the $\tau$th conditional quantile due to marginal change in the $j$th regressor (Coad and Rao 2006). With an IHS transformation to the dependent variable $Y$, $\hat{\beta}_j$ will have the same interpretation as in the case without the transformation but only after its value is multiplied by $1/2(e^{\hat{\theta}_j} - e^{-\hat{\theta}_j})$, or by $\varphi$, as was discussed before. Table 3 presents the results of the quantile regression shown in Table 2 alongside the results from least squares regression, but with adjustments made to the estimated coefficients to allow for these coefficients to be interpreted as marginal effects. The marginal effects for the “education” dummy variables in the conditional-mean model highlight the importance of human capital to the incomes of farm households. Specifically, a farmer with a high school education earns $14,140 more than a farmer with a lesser amount of education, with the extent of the income benefit increasing to $18,160 if the farmer had some college education, and to $43,700 if the educational attainment was at the college

---

17 The pseudo $R^2$ results reported in Table 2 are not directly comparable across quantiles (see Barnes and Hughes 2002).
Figure 4. Quantile Regression Coefficient Estimates and Bootstrap 95 Percent Confidence Envelopes for “Adjusted” Income Model (2006)
Table 3. Marginal Effects Based on Weighted Least Squares (WLS) and Weighted Quantile (WQ) Regressions of Factors Affecting the “Adjusted” Income Levels of Farm Households (2006)

<table>
<thead>
<tr>
<th>Variables</th>
<th>LS-Regression</th>
<th>Q-Regression*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\beta}$</td>
<td>$\phi_{0.05}$</td>
</tr>
<tr>
<td>Intercept</td>
<td>-16.19</td>
<td>-139.41**</td>
</tr>
<tr>
<td>Age</td>
<td>1.08</td>
<td>-1.38</td>
</tr>
<tr>
<td>Age, squared</td>
<td>-1.17</td>
<td>1.32</td>
</tr>
<tr>
<td>College and beyond</td>
<td></td>
<td>43.70***</td>
</tr>
<tr>
<td>Male</td>
<td>6.83</td>
<td>15.59</td>
</tr>
<tr>
<td>White</td>
<td>9.68</td>
<td>10.66</td>
</tr>
<tr>
<td>Married with children</td>
<td>6.17</td>
<td>18.15</td>
</tr>
<tr>
<td>Last year’s off-farm income</td>
<td>0.22***</td>
<td>0.13***</td>
</tr>
<tr>
<td>Government payments</td>
<td>-0.73***</td>
<td>-2.58***</td>
</tr>
<tr>
<td>Last year’s gross value of farm sales</td>
<td>0.03***</td>
<td>-0.23***</td>
</tr>
<tr>
<td>Entropy</td>
<td>-0.26**</td>
<td>0.02</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>Soil productivity index</td>
<td>0.14</td>
<td>0.58*</td>
</tr>
<tr>
<td>Medium population density county</td>
<td>1.67</td>
<td>37.56*</td>
</tr>
<tr>
<td>Medium-large population density county</td>
<td>6.830</td>
<td>36.85*</td>
</tr>
<tr>
<td>Large population density county</td>
<td>14.14*</td>
<td>44.04*</td>
</tr>
<tr>
<td>Midwest region</td>
<td>24.24***</td>
<td>51.63**</td>
</tr>
<tr>
<td>West region</td>
<td>22.09***</td>
<td>42.68*</td>
</tr>
<tr>
<td>South region</td>
<td>29.76***</td>
<td>52.90**</td>
</tr>
</tbody>
</table>

* $\phi = \frac{1}{2} \left[ e^{\frac{\xi}{\theta}} + e^{-\frac{\xi}{\theta}} \right]$, where $g = \text{sinh}^{-1}(\theta Y)$ and $\theta = 0.0221478$ [for more detail, see Pence (2006)].

Note: * $p < 0.10$, ** $p < 0.05$, and *** $p < 0.01$. Significance of coefficients is based on respective standard errors as reported in Table 2.
and beyond level. Findings further indicate that the marginal effects for the educational dummy variables in the conditional-mean model are smaller than their corresponding magnitudes in the conditional-first- and conditional-second-quantiles of the income distribution. For operators at the 0.05th quantile of the income distribution, a higher educational attainment level appears to have no impact on their income levels [see Chang, Lambert, and Mishra (2008) for a similar finding]—just as was the case for those operators at the 0.95th quantile of the income distribution. While a higher level of education tends to increase the income level of an average operator, the potential of an increase in income due to higher education is not uniform across all farm households, as for some—particularly those in the lower and upper end of the income distribution—the impact is insignificant, while for others the impact of such an increase is significant and quite large. A marginal increase in expected earnings from off-farm work appears to increase adjusted farm household income across all the income quantiles, with the largest increase being captured by those farm households located above the 0.50th quantile. Similarly, in increasing the expected size of the farming operation, while it has the potential of increasing the adjusted income levels of the average farm household, the impact of such a marginal increase is the largest for those households in the upper-half portion of the income distribution. Findings indicate that married farm operators with children who are located at the 0.25th quantile of the income distribution earn $10,050 more than their counterparts who are either married but with no children or not married. This finding is consistent with the observation made by Lass, Findeis, and Hallberg (1991) that the presence of more children may exert higher pressure on the parents to obtain additional income, perhaps by working additional hours off the farm as was asserted by, among others, Huffman (1980) and Furtan, Van Kooten, and Thompson (1985), to meet the consumption needs of a larger family. Yet another explanation for the higher income by married farm operators, in general, is the increased opportunity for income pooling (see Marchant 1997). Differentials in the positive and statistically significant impact of some farm characteristics (e.g., farm size, precipitation, productivity, farm location) are also exhibited across the full spectrum of the income distribution, particularly at the 0.05th quantile. For those farms at the 0.05 quantile of the income distribution that are located in large- relative to low-population-density counties, findings indicate that their incomes, perhaps due to greater access to off-farm jobs (see De Frahan et al. 2008), are significantly higher (at $44,040) than their counterparts in low-population-density counties. That higher-population density areas are shown with higher incomes is consistent with Whitener and Parker’s (2007) study, which notes that rural low-population-density areas, because of their remoteness from major urban markets and limited nonfarm sector development, have not been as prosperous as others.

\[ AFHI = -16.19 + 14.14 \times HS + 18.16 \times SOME\_COL + 43.70 \times COL\_BEYOND + -0.22 \times LAST\_YR\_OFF + 0.73 \times GOV + 0.03 \times LAST\_YR\_SALES - 0.26 \times ENTROPY + 29.76 \times SOUTH. (R\text{-squared}: 0.16) \]

\[ ANFI = 3.17 + 0.32 \times HS + 5.99 \times SOME\_COL + 1.45 \times COL\_BEYOND + -0.06 \times LAST\_YR\_OFF - 0.97 \times PR\_GOV + 0.10 \times LAST\_YR\_SALES + 0.26 \times ENTROPY + 6.83 \times SOUTH. (R\text{-squared}: 0.99) \]

The apparent lack of importance of education with regard to adjusted farm income, unlike in the case of adjusted total farm household income, seems to support the old adage that posits that a higher level of formal education is less important for a farmer involved in the production of commodities than for other occupations because much of the human capital demanded of a farmer comes from farming experience, i.e., “learning-by-doing” (see Luh and Stefanou 1993).

\[ 18 \text{ An interesting point was raised by a reviewer who noted that to the extent that most of the income of the farm household originates from working off the farm, the reported results are for the most part reflecting the impact of education on off-farm earnings. Based on the suggestion by the reviewer, a separate OLS regression model was run with an IHS-transformed adjusted net-farm income (i.e., net farm income without income from government payments) as the dependent variable (IHS\_AFHI). In these models, an IHS-transformation of the dependent variable was done due to the skewness of ANFI (e.g., mean = $-62, while median = $4,189). Furthermore, the same covariates as listed in the specified model above were used except for the "government payment" variable, which was found endogenous based on a Smith and Blundel test and which was replaced in the models with predicted values (PR\_GOV) from a first-stage estimation of a Tobit model of government payments with a dummy variable indicating whether the farmer uses the Internet as an instrument (R\text{-squared}: 0.276). The chosen instrument is deemed appropriate since it was found statistically significant (p-value = 0.00) and positively correlated with government payments while being poorly and negatively correlated with adjusted net-farm income (Pearson correlation = -0.01; p-value = 0.39). The finding of poor correlation between Internet use and farm income is in line with Smith et al. (2004), who found about half of farmers in the Great Plains who use the Internet for farm-related business reporting zero economic benefit from such use. The following are two equations depicting in each a selected partial listing of the retransformed marginal-effect results for adjusted farm household income (AFHI) extracted from Table 3 and ANFI (see equation in note under Table 3; full results can be provided by the author upon request), with significant coefficients listed in bold letters (p-value ≤ 0.10 or better; based on 1,000 bootstrap replicate samples):} \]
Summary and Policy Implications

The paper started by noting the scarcity in the literature of studies that dealt directly with the impact of human capital, as proxied by farm operators’ years of education, on the incomes of farm households. This was followed by providing a simple economic model that attributes the variation in the distribution of households’ economic position, among other variables, to education. Next, a discussion was provided of the 2006 ARMS data and of the inverse hyperbolic-sine transformation of the dependent variable and of the quantile regression procedures used to lessen the adverse impacts of heteroscedasticity and of extreme observations found in the data.

The variations found in the impact of educational attainment and of policy-relevant variables such as those depicting expected earnings from off-farm work and from farm programs, among others, across the quantiles of the adjusted income distribution confirmed the appropriateness of using quantile regressions over conditional-mean regression when examining the incomes of farm households. For example, findings have shown that increases in the educational attainment of farm operators in the 0.05th and the 0.95th quantiles, unlike in the case of a conditional-mean regression, will have no effect on the incomes of these households. In contrast, while increases in government payments are found to be associated with decreases in the adjusted incomes of farm households based on the conditional-mean regression model, such increases are found to have their only positive although statistically insignificant ($p$-value = 0.1363) impact on the incomes of farm households in the 0.95th quantile.

To the extent that current farm policies tie federal support payments to income, it’s only prudent to describe the characteristics of those 98,001 farm households that are in the 0.05th quantile of the adjusted (IHS-transformed) income distribution and that are most likely to be impacted by farm programs. These households, based on the sample data from the 2006 ARMS, tend to be heavily involved in farming, as 93 percent of their operators, compared to the national average of 43 percent, report that their main occupation is farming. In the same vein, the average years of operators’ farming experience—despite their modest average years of education, which is slightly below the national average of 13.54 years—is 29, compared to a national average of 24 years.

While the average farm household in this group has a total farm household income of -$65,327, which makes them income-poor, they are nevertheless asset-rich, as their average operated acreage (1,693 acres) is the highest when compared to those households in the other quantiles and is more than four times the national average (410 acres). In terms of total household wealth, the average household in this group commands $1.1 million in net worth, second only to the $1.5 million for the average household in the top 5 percent of the income distribution and over 1.8 times the national average of $0.59 million. The heavy involvement in farming by this group of households is further demonstrated by their reported average government payment ($35,621), which is significantly larger than the reported average payments in all the quantiles of the income distribution, and by their disproportionate share of all payments (26.4 percent).

While findings from the quantile regression show that the income-poor yet asset-rich households in the 0.05th quantile would not benefit from increased levels of schooling or increased government payments, those households are found nevertheless to benefit instead from increases in expected off-farm earnings. For the remaining 95 percent of farm households, while no economic benefit seems to result from increased levels of government payments in contrast to increased levels of schooling, which is found beneficial except for those at the very top of the income distribution, increases in the earnings from off-farm wages and salaries are found beneficial to all farm households across the full spectrum of the income distribution. In light of these findings, a marginal dollar being spent in improving the off-farm earnings capacity of farmers may have a better impact in improving the overall income of farm households than would a marginal dollar being spent on government programs. This finding falls in line with that of Gardner (2000), who pointed toward labor market integration as being by far the most predominant factor, in comparison to factors such as government payments, or growth in agricultural productivity or farm size, in improving the economic conditions of low-income farm households. Similarly, considering the positive impact of farmers’ human capital on the incomes of most farm households, and notwithstanding the potential for brain-drain in rural areas (see Weber et al. 2007) and/or for increasing income inequality at least in the medium term.
(see Green 2007), such findings may be used to buttress the views of those who advocate increased federal spending on education in rural areas.
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