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Introduction

The floriculture and nursery industry has evolvapidly in recent years. The
introduction of mass-market retailers such as supsgtets, department stores and
Internet-based businesses has changed the markatiadigm of floriculture. Compared
to the other food products such as milk, meatysjtetc., floriculture and nursery crops
lack an extensive marketing literature. In gendha,demand for all products is highly
dependant on its characteristics or attributesnkast food products, the prevailing
characteristics are to satisfy nutritional need¥@ntaste. Even though ornamental plants
do not satisfy any nutritional needs, they posséssr important characteristics that
influence the buying decision; and because ornasseate not essential for survival, a
substantial portion of the population is comprisédon-buyers or infrequent buyers.
Therefore there is a considerable gap for the aec buying or not, and buying
intensity. This decision is linked to consumer dgnaphics and the buying occasions
and periods. Understanding how consumers make ehoicwhether to buy or not and
the perceptions of the characteristics of the petslthey do buy is essential to
understanding ornamental demand.

Floriculture and nursery products are purchaseadaous reasons such as
expression of love or friendship, a way to exptasskfulness or appreciation, and
beautification purposes either for self use oritis.grhese attributes of flowers and
plants cannot be quantified directly; thereforeghisfaction gained from the
consumption of these goods is closely relatedemtirpose of the purchase
(Girapunthong, 2002). This also implies that thended for these products can be

influenced by the characteristics or preferencdsugers and the reasons for buying the



products. This situation becomes evident duringigpeeasonal calendar occasions (i.e.,
Mother’s Day, Valentine’s Day, etc), where the aangtion of ornamental products is
substantially higher compared to non-calendar asnasThe main objective of this
paper is to analyze the main factors affecting aores frequency of purchasing
ornamental plants.

There is extensive literature regarding demandyarsafor traditional agricultural
products; however, studies on the demand sidddocdlture products are very limited
in the literature. Miller (1983) performed an exds@ sub-sector analysis for the fresh
cut-flower industry in the U.S. by analyzing theusture, conduct and performance of
the existing conditions of the industry to try tegict future trends. Miller observed that
there were special calendar occasions when thertefoaflowers was substantially
higher and other non-calendar occasions wheredhmadd was substantially lower. He
also determined that the demand for flower arrareggewas inelastic, meaning that
consumers are not highly responsive to changesaa pf floral products.

Tillburg (1984) analyzed a panel of cut flower gatted plant consumers in the
Netherlands to relate aspects of consumer behevioarketing variables and
demographic characteristics of households. He ifileshthree market segments: the first
segment consisted of 44 percent of the househaldisvas sensitive to prices but
insensitive to national advertisements; the sesaguinent consisted of 40 percent of the
households, and was insensitive to both pricesadrdrtisements; and the third segment,
with 13 percent, was sensitive to both prices ahadising.

Behe (1989) analyzed the consumer purchasing bahafiPennsylvanians at the

retail level. She recommended three ways to segretait flower markets: by product,



volume of purchase, and by location of the purchBsebe et al. (1992a) carried out an
analysis of consumer purchases of floral productshio supermarkets using principal
components analysis. Behe et al. (1992b) follongdmher previous study and applied
cluster analysis to identify the most importantdas affecting floral buying decisions.
Becker (1993) studied differences in service qualétween supermarkets and florists in
Texas. He found that the differences on the typestail outlets were based on the types
of products sold, custom design and other in-sdereices, delivery options and
convenience. Rimal (1998) analyzed the effectseokegc and brand promotions on sales
of fresh cut-flowers at the retail level in the U.S

Girapunthong (2002) analyzed the demand driverfrésh cut-flowers and their
substitutes in the U.S. Girapunthong found thatliaéct price effect coefficients with the
seasonal and actual variables were statisticailyifscant and changes in the relative
prices had a significant impact on flower marketrsls among fresh cut-flowers, potted
flowering plants, and dry/artificial flowers. Wa(@004) evaluated the impacts of the
Flower Promotion Organization (FPO) advertising paign on cut-flower sales,
concluding that the promotions have impacted threadwl for flowers through increasing
buyer frequency and through attracting new buydestound that about 87 percent of the
increase in demand for the promotional progranfioia the increased number of
transactions per buyer. Ward found that the denpdgcagroup that responded the most
to the promotional program were female buyers pathase flowers for self-use. This
was consistent with the target of the FPO promagpigram.

Yue and Behe (2008) analyzed consumer preferencesfferent floral retail

outlets. They used a consumer panel data colldstékde Americarrloral Endowment



from 1992 to 2005 were used to evaluate consuctarge of different floral retail
outlets among box stordsaditional freestanding floral outlets, generdarer, other
stores, and direct-to-consumer channels.

When studying the aforementioned literature regaydne demand for floral and
other ornamental products, it is apparent thaketiaee many factors that affect their
demand. These factors can be grouped into three cagegories: external, controlled,
and seasonal factors. External factors of demaridde inflation, wages, prices,
unemployment rate, demographic factors and oth@nauic variables. Controlled
factors of demand may be used to change perce@mhawareness with the use of
promotions, product development and innovationas8eal factors also affect the
demand for flowers. There are certain calendarscna when the demand for flowers is
higher compared to other non-calendar occasions midst common calendar occasion
dates are Mother’s Day and Valentine’s Day (WaB87). This paper will concentrate
on evaluating some of the controlled factors of dedhaffecting ornamental purchases
during non-calendar occasions and hence lookiegrat ornamental buyers.

Because ornamental plants are non-essential feivalirin a typical month the
percentage of the population that buys flowergliatively low. From this fact arises the
need to understand how ornamental buyers makehtieecto purchase and to have a
measure or profile of consumer intensity. Demaralyaes for ornamental products
differ among other agricultural commodities in dense that for other agricultural
commodities, the quantity consumed is used directtiie analysis. In the case of
floriculture products, a consumer purchase quargigmbiguous and closely tied to the

type of ornamental plant; for example, a quantftgree may refer to one single stem



rose, or an arrangement of a dozen roses and setleeaplants. Hence, this study
replaces quantity (number of units) observed byntlmaber of transactions given on a
defined period of time. In doing so, all propertjesrestrictions) of the demand function
are still satisfied.

Repeat buying occurs when a consumer buys a progret than once in a given
period of time. Consumers are influenced by presipase needs, perspectives, attitudes,
the experience of previous usage, and externaldnfies such as advertising and
promotion programs, retail availability, personaliag and word of mouth effects, and
differences in products, services and prices. Tmsemer has to make decisions
regarding what products to buy and at what pricesvehere to buy the products. All of
these characteristics form a post-buying experiemtiee customer’s mind after the
purchase takes place; based on all these factmssumer would choose depending on
the level of satisfaction or utility obtained frahre product or service whether to re-
purchase the product or not.

There are basically three cases of repeat buyingtsins that can be defined.
First, if a consumer buys more than one produohi@ or more purchase occasions
(transactions) in a given time period. In this ¢asmsumers differ in how often they
repeat buy the products. The frequency of buyingldibe 0 for a consumer that did not
purchase the product and 1 for consumers that psechthe product once. For repeat
buyers, the frequency will be 2, 3, 4, etc., deramndn the number of repeat buying
occasions they purchased the product. The seconpdfvapeat buying refers to
consumer that may buy the product in more thantiome period, or multiple transactions

in a given period. Then a model can be formulateddpeat buying behavior under



stationary and no trend conditions. The third asd form of repeat buying behavior is
that more than one unit may be purchased on the panchase occasion (Ehrenberg,
1988).
Data and Methods

The data were obtained through an electronic nuiaey conducted in July of
2008 to a representative sample of the Texas ptguleonsisting of 880 individuals
provided by MarketTools Corporation, a company seed in market research and
online survey services. From the total sampler@pmately 31% were actual
consumers of the ornamental industry’s productsetong the final number of usable
responses to 274 observations.

The dependent variable is frequency of buying foamental plants. It is defined

as the number of transactions per month/ 01,2,3,...,n) and it is a function of the

purpose of the purchase (PP), seasonality (S)sevelal demographic characteristics,
including age, gender, marital status, income, ieityn education, and region . The
purpose of the purchase is to use the ornamertaigpfor self consumption or gifts. The
frequency of buying of flowers is affected by sewddactors. As an example, the
frequency of buying and the total number of buyecsease during special calendar
occasions such as Mother’s Day, Valentine’s Dayj<siinas, etc. Since our data are not
time series, monthly seasonality can not be evetLidthe variable seasonality is a
discrete variable that identifies self describeelcsgd occasion buyers only (non-habitual
buyers), versus habitual ornamental buyers. Themtgnt variable frequency of buying
is censored and therefore the Tobit model is ugethe estimation. The general

frequency of buying econometric model can be writs:



f. = 3, + B,AGE2+ B,AGE3+ B,AGE4+ B,FEMALE + A,MARRIED+ 3,INC2
+ B,INC3+ B,INC4+ BET2+ 3,ET3+ 3,EDU2+ 3,EDU3+ B,REG 1)
+ ﬂl4RE(B+ ﬂlSPP + ﬂlGS+ gl

where all variables used in the model and thdinden are presented in Table 1.
Because the dependent variable in our regressi@eneguation has a lower limit
(i.e. zero), and the dependent variable takesahee\of zero for a large number of
sample observations (24.8%), conventional multipgession analysis is not an
appropriate technique to be used (Lung-Fei and Miagdd 985). In order to account for

this truncation on the data set the Tobit modellmaspecified as follows (Greene, 2000):
fr=XB+s, 2)
where x is the (1x K) vector of explanatory variables angl ~ N(0,0%) and it is

independent of other errors. Thus for any houseti@dbuying frequency model would

take the form:
f=f if f°>0 (3)
f.=0 if f"<0.

From the total number of observations N in the dantphe number of
observations can be divided into two groups; omeviich f, = 0, N,; and another for
the number of observations for whidh> , N,. In order to observe the statistical
problems arising from the censored sample probtemsider leaving out of the analysis
the N, observations for whichf, = .OFor the remaining\, sample observations, they
are complete observations. Hence, one can useslgaates estimators to estimAte

The problem is that this estimator is biased andnsistent. In order to prove that, one



can write down the expectation of the observedesbf f, conditional on the fact
thatf, > O:

E[f, 1 f, >0]=x5+Eg | f, >0) (4)
If the conditional expectation of the error ternzéso, then the estimates of the least
square regression oN, would provide an unbiased estimator f®r However this is not
the case; if thes, are independent and normally distributed randoralikes, then the
expectation would be:

El | f, >0]=Elg |§ >-x]>0 (5)
It can be shown that this conditional expectatian also be expressed in the following

manner:

Ele, & > -x )= a%i (6)
where ¢ and ®, are the standard normal probability distributiemdtion (p.d.f), and
cumulative distribution function (c.d.f.) evaluatat(x' S/ o); therefore in the regression
model, if f, > 0O, then,

fi=xB+¢
— @
=X[B+0- +u
XBro -*u

(7)

if we apply the regular least squares procedurestéim 0'% Is omitted. Since that

i
term is not independent of the results are biased and inconsistent.
In order to estimate the parametgtsand g consistently, maximum likelihood

estimation (MLE) procedures were used. The likathéunction of the sample has a



component for the observations that are positind,ane for the observations that are

zero. For the observationfs = i0is known thatx' S + &, < Oor expressed in a different

way, & <-x [, then,
it =d=ple<xpl=p(2<- X0 @)

If we define the product of the observations ower zero lower limit level to bél, and

the product over the positive observations to'be the likelihood function of the Tobit

model is given by:

0= Moft- 0, )1, (2702) 2 exef- (1, - X 5 207} (©)

The corresponding log-likelihood function would be:

=In¢=%,In[l-®,)-(N,/2)In@2m) - (N, /2)In g —zl(fi "'/”)2/ 2 (10)

20

Then the first order conditions are:

. 1 ,
0_20‘4—".+;21(fi ~XB)x (11)

oL _ 1 o (XB¢ _ N,
= - f —
do? 20° Zo 1-®, 207 "0 2~ XY

The parameters were estimated with Time SerieseBsor (TSP). The
estimation procedure uses the analytic first adrse derivatives in equation 11 to
obtain maximum likelihood estimates via the NewRaphson algorithm. The starting
values for the parameters are obtained from a segne on the observations with positive
f values. The numerical implementation involvesleating the normal density and
cumulative normal distribution functions. The cuatide distribution function is

computed from an asymptotic expansion, since itnoaslosed form. The ratio of the
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density to the distribution function, used in theidatives, is also known as the Inverse
Mills Ratio (Hall, 1992).
Results and Discussion

The survey sample was a fair representation oT éh@s’ population based on
selected socio-demographic characteristics inctudiarital status, gender, ethnicity, and
income. About 60% of respondents were married coetpaith 54% of the population
in Texas. The percentage of females in the samae58% versus 50% for Texas; and
53% of the total number of respondents had an ircohmore than $50,000 compared to
47% of Texas’ population. The ethnical distributmfrthe sample was similar to the U.S.
Census Bureau data, with Caucasians accountirthéanajority of responses in the
survey and comprising the majority of the true dapan, followed by Hispanics. The
highest educational degree obtained from 78% o$#meple population was a bachelor’'s
degree compared with 92% of Texas’ population. &&presents a comparison of
survey respondent’s demographic characteristids agtual population averages.

Most respondents (78.5%) reported to be non-halbitunamental buyers or
purchasers of ornamental plants during speciahdalebuying occasions only. Most
(84%) ornamental products in Texas were purchaseself-consumption purposes. The
preferred outlets to purchase ornamental produete warden centers (72%), followed
by nurseries (40%), chain stores (32%), and supd&etsa(30%).

Respondents were also asked to rate the importdresveral aspects in the
purchase decision including price (3.89/5), vibrewiors (3.85/5), low-care demand
(3.83/5), drought tolerance (3.64/5), season (3)5guaranteed growth (3.51/5), light

demand or requirement (3.34/5), and organic (2)58#% weighted average rating of
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these aspects clearly suggests that price is tls¢ important feature, followed very
closely by vibrant colors and low-care demand (toaintenance). The rating of
organically-grown and light requirement impliestttieese two features are typically not
very important to Texas consumers when making @sicly decisions for ornamental
plants. For instance, 45% of the respondents asdilpwv ratings of 1 or 2 to organically-
grown products and 36% confirmed that light requieat was not a feature they
carefully seek for when buying an ornamental plant.

The parameter estimates of the buying frequencyeffod ornamentals are
presented in Table 3. The strong significance efsiigma parameter suggests that for the
data truncation, the lower limit level of zero caot be ignored and the estimation
method must deal with the asymptotic distributibthe data. This parameter refers to
the estimated standard deviation of the residaahis model, 197 out of 264, or 74.6%
of the usable observations were positive. The ®aguy of buying for the average
respondent was 1.53 transactions per month. Timeodithe parameters can be
interpreted as an increase (positive), or decr@gesgative) in the monthly frequency of
buying, or transactions per month. The marginaaf represent the change in the
monthly frequency of buying for an additional uaitthe variable. Since most of the
variables in the model are dummy variables, thergmal effects are interpreted as the
change in the number of transactions per monthcgsged to that dummy variable.

There was no statistical significant influence assted with younger age groups
and frequency of buying. Age3 (40-55 years old) Agd4 (more than 55 years old) both
decrease the frequency of buying. For individu&4®55 years of age, frequency of

buying was reduced by 0.07 transactions per maovithe individuals older than 55 had
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0.06 less transactions per month. Respondentsndgtimes between $25,000 and
$49,999 had a higher frequency of buying, with Grfe transactions per month. No
other income groups had statistically significaifié@&s on frequency of buying. One of
the reasons why older households have lower freyuehbuying may be because they
tend to have landscaping services performed byactors and do not deal with buying
ornamental plants as often. In contrast, mediurarmeelevel respondents may do most of
their gardening or landscaping themselves.

Ethnicity also had no statistically significantexfts on buying frequency. The two
variables with the highest effects on frequencguwtthasing were purpose of the
purchase and seasonality, with both variables astng the frequency of buying. When
the purpose of the purchase was for self-use, ttaehshowed an increase in the number
of transaction per month of 0.11. The seasonaltyable sought to differentiate between
those making most of their purchases during spealehdar occasions, such as
Valentine’s Day, Mother’s Day and Christmas, etd ¢ghose individuals who also
purchase ornamentals in non-calendar occasionsspe@cial occasion buyers increase
frequency of buying. If a respondent was a spemeaésion buyer, then the frequency of
buying was reduced by 0.2086 transactions per mémdividuals with a college degree
tend to make 0.08 less transactions per month. id/edl find any statistically
significant differences in frequency of buying argadrexas regions.

Summary and Conclusions

This paper used an electronic survey conductecxad to study the main factors

affecting the frequency of purchase, measuredamstictions per month, for ornamental

plants. The frequency of buying for the averagpaadent was 1.53 transactions per

13



month. While we found several differences in derapbic characteristics of
respondents, the two factors that impacted theufeqy of ornamental plant buying the
most were the purpose of the purchase and seasyoisalf consumption of ornamental
plants, and respondents not buying products mdstliyng special calendar occasions
(habitual buyers) increased the number of transastper month by 0.11 and 0.21
respectively. Older age groups (Age3: 40-55 yemrd,Age4: 55 or older) and
respondents with a college degree actually haavarlérequency of buying. Individuals
with medium income levels ($25,000 to $49,999)éase frequency of buying by 0.07
transactions per month. One of the reasons why bloléseholds have lower frequency
of purchase may be because they tend to have Epidgcservices performed and do not
deal with buying ornamental plants as often. Intast, medium income level
respondents may do most of their gardening theraselWe found no statistically
significant effects of ethnicity or regional difesrces in the state of Texas on frequency
of buying.
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Table 1. Description of variables included in an aramental plant buying frequency
model.

Variable Description

Socio-demographic characteristics

AGE2 Age between 25-39 years old (= 1 if true amdH@rwise)
AGE3 Age between 40-55 years old (= 1 if true amdH@rwise)
AGE4 More than 55 years old (= 1 if true and O othige)

FEMALE If gender is a female (= 1 if true and Oerthise)
MARRIED  Married marital status (= 1 if true and therwise)

INC2 Income level (= 1 if income between $25,0889,999 and 0 otherwise)
INC3 Income level (=1 if income between $50,000-989 and 0 otherwise)
INC4 Income level (=1 if income is $75,000 or maaad 0 otherwise

ET2 Ethnicity (=1 if ethnicity is Hispanic, and €herwise)

ET3 Ethnicity (=1 if ethnicity is other, and 0 ottése)

EDU2 Education level (=1 if college degree, andleowise)

EDU3 Education level (=1 if graduate school, amatlerwise)

Consumer habits

S Seasonality (= 1 if habitual buyers — non speamiabsion only- and 0 otherwise)
PP Purpose of the purchase (= 1 if self consumtinehO otherwise)
Region

DREG2 Region: Central Texas (= 1 if true and O wtise)

DREG3 Region: South Texas (= 1 if true and O otisyv

Dummy variables base levels

AGE1 Age group of under 25 years

INC1 Income group of under $25,000

ET1 Ethnicity is Caucasian

EDU1 Education level is high school or less

REG1 Region is north
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Table 2. Representativeness of the survey respondemelative to the Texas Census
population data.

Survey Data Census Data
Demographic variables Frequency Percentage Percema
Marital status Married 163 59.9 535
Single 109 40.1 46.5
Gender Male 129 47.3 49.8
Female 144 52.7 50.2
Education level High School 32 11.8 48.4
College 181 66.5 43.5
Graduate School 59 21.7 8.1
Ethnicity African American 10 3.7 115
Caucasian 210 76.9 47.0
American Indian 6 2.2 0.7
Hispanic 29 10.6 36.0
Asian/Pacific Islander 12 4.4 3.4
Other 6 2.2 1.3
Age Less than 25 35 12.9 38.7
25-39 69 25.5 15.2
40-55 81 29.9 28.4
More than 55 86 31.7 17.6
Income Under $25,000 45 16.4 26.7
$25,000-$50,000 85 31.0 26.6
$50,001-$75,000 57 20.8 17.9
$75,001-$99,999 36 13.1 11.3
$100,000-& above 51 18.6 175

Source: U.S. Census Bureau, 2000 and 2005-2007 igane€Community Survey

17



Table 3. Results from a tobit model analyzing theréquency of buying ornamental

plants.
Tobit
Coefficient Standard  t-value  Marginal
Error Effects
Intercept 0.9454** 0.4264 2.2174 0.1417
Socio-demographic characteristics
AGE2 -0.1731 0.2237 -0.7742 -0.0260
AGE3 -0.5075** 0.2107 -2.4087 -0.0761
AGE4 -0.3887* 0.2177 -1.7853 -0.0583
FEMALE 0.0571 0.2541 0.2248 0.0086
MARRIED 0.4141 0.2753 1.5045 0.0621
INC2 0.5003** 0.2038 2.4553 0.0750
INC3 -0.2982 0.2345 -1.2712 -0.0447
INC4 -0.0132 0.2248 -0.0589 -0.0020
ET2 0.1101 0.2992 0.3681 0.0165
ET3 0.1176 0.2762 0.4259 0.0176
EDU2 -0.5230*** 0.1827 -2.8626 -0.0784
EDU3 0.1923 0.2296 0.8377 0.0288
Consumer habits
PP 0.7264** 0.3457 2.1015 0.1089
S 1.3914*** 0.3045 4.5694 0.2086
Region
REG2 -0.1931 0.1709 -1.1299 -0.0290
REG3 0.1993 0.2363 0.8431 0.0298
SIGMA 1.8776*** 0.1001 18.7602
Number of usable observations 274

* P-value< 0.1, ** P-value< 0.05, *** P-value< 0.01
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