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I. Introduction

Essentially all empirical questions that are analyzed using survey data require estimates of sampling variance.

Without estimates of sampling variance, there are no credible answers to whether some point estimate is different

from zero, has changed over time, whether it varies for persons with different characteristics, or whether there are

rural and urban differences in the point estimate. This is a rudimentary point that is well understood throughout

the economics literature, but the issue of constructing estimates of the sampling variance that approximate the

true population variance of some point estimate may be difficult for many surveys.

The standard econometric and statistics textbooks used by economists provide estimates of sampling

variances for frequently used statistics such as means and regression parameter estimates, but they typically

assume that the sample data are drawn following a simple random design. See for example, DeGroot (1986),

Greene (2000), Johnston and DiNardo (1997). Most nationally representative data sets, though, are not simple

random draws, but are typically stratified and/or multi-stage sample designs. As one example, the sample used for

the U.S. Current Population Survey (CPS), which serves as the basis for official poverty, unemployment, and

earnings estimates, is drawn from a census frame using a stratified, multi-stage design.

Estimating sampling variance for complex sample designs is an issue that is also well understood and

documented in the statistics literature. Kish (1965), Cochran (1977), and Levy and Lemeshow (1999) all derive

estimates for the sampling variance of estimated means, ratios, and other descriptive statistics for a wide variety

of complex sample designs. Similarly, Holt et al. (1980), Nathan and Holt (1980), Scott and Holt (1982) provide

estimates of the sampling variance for regression parameters for complex sample designs and Wu et al. (1988)

provide an estimate of the variance of the F statistic under a two-stage design.

There are several examples illustrating that estimates of the sampling variances will be severely downward

biased if it is erroneously assumed that data come from a simple random draw when in fact a complex, multi-

stage sample design was used. Howes and Lanjouw (1998, Table 2) present evidence that estimated standard

errors for the Foster-Greer-Thorbecke (1984) poverty indices are dramatically effected by sample design. In their

examples, the design-corrected  standard errors for the poverty indices are between 26 and 56 percent larger when

the design effects are accounted for.
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Deaton (1997, Table 1.5) uses data from the stratified, multi-stage Pakistan Integrated Household Survey and

shows that the estimated standard errors for the national average household expenditure increases by 72 percent

when correcting for the sample design effects. Scott and Holt (1982) use data from the U.K. General Household

Survey and the Family Expenditure Survey to provide examples showing that the estimated variance of OLS

parameter estimates may also increase dramatically under a multi-stage sample design.1

In all of these examples the authors not only had access to the unit-level data records, but the data files also

contain information indicating the survey strata and clusters. Indeed the literature on sampling assumes that the

analyst can identify the strata and clusters of the sample in order to estimate the sampling variance. In the case of

the CPS data, all information on sample design has been censored from the data files, so the analyst can not

directly estimate sampling variance.2

To compensate for the missing sample design data from the CPS public data files, U.S. Bureau of Census

(2000, Appendix C) provides detailed notes on how to approximate design-corrected standard errors for a limited

set of labor, income and poverty estimates. The recommended way of estimating standard errors is essentially

based on parameterizing the relationship between a direct estimate of the design-corrected variance and the

relevant statistic. This method, called the generalization method, results in two coefficients (a, b) which can be

used to approximate the design-corrected variance based on the point estimate and sample size.

An important shortcoming of the generalization method is that the (a,b) coefficients are only provided for a

limited set of point estimates. This constrains analysis along several dimensions. First it constrains the types of

variables that can be analyzed. For example, following the Census methodology it is possible to estimate the

design-corrected standard error for total income, but not for expenditure or savings or receipt of government

transfers. Along these same lines, it is possible to estimate the sampling variance for the number of unemployed

but not for the number of discouraged or part-time workers.

                                                
1 Similarly Deaton (1997, Table 2.1) uses data from rural Pakistan to show that the t-values from an
ordinary least squares regression of commodity unit values on expenditure and household size also
decrease significantly (in one example they are reduced by more than one half).
2 The purpose of censoring the data is to maintain confidentiality of the data, as it is assumed that
researchers would be able to pinpoint individual respondents if the strata and PSU information were
included.
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The second way in which the methodology constrains the researcher is that it limits the types of geographic

and demographic comparisons that can be made for each of the parameter estimates. For example, Appendix G

of U.S. Bureau of Census (2000) provides coefficients to estimate the variance for the estimated number of

persons in the labor force, in agricultural employment, or unemployed. Coefficients are also provided for

subsamples of each of these estimates by race, ethnicity and gender. Using this method it is possible to construct a

design-corrected estimate of the variance for the number of White women in agricultural employment, but, for

example, no coefficients exist to estimate the variance for the number of Black men in agricultural employment.

A third way in which the methodology limits research questions is that it only provides corrections for

estimates that are sums, percentages, differences, or ratios. There is no correction provided for regression

parameters, so all regression analysis from the CPS public data files most likely are reporting t-statistics that are

significantly biased upwards. As another example of this limitation, there are no corrections provided for any

measure of poverty other than the head count index. The methodology does not allow for the estimation of

standard errors for any distribution-sensitive measure of poverty.

In this paper I propose an alternate method of estimating sampling variance which addresses the

shortcomings of the recommended methodology. The method is based on creating synthetic variables that

possess characteristics similar to what is known about the CPS sample design. Estimates of the confidence

intervals derived from this synthetic approach are compared to estimates reported in Bureau of Census documents

(Dalaker and Proctor, 2000) and those derived from the recommended approximation method. The results show

that the estimated confidence intervals compare well with the officially reported estimates.

The primary advantage of the synthetic approach is that it can be applied to a wide variety of point estimates

and for any subsample of the population. In addition, the synthetic approach can be used for several alternate

measures of poverty or for any mean value including conditional means from regression analysis. The plan of this

paper is as follows. Section II provides an overview of the implications of stratification and multi-stage sampling

for estimating sampling variance. Section III describes in more detail how the generalization method for

estimating standard errors is implemented and discusses the implications of this approach with a particular focus

on nonmetropolitan estimates. This section continues with a discussion of the CPS sample design and a
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description of the derivation of the synthetic design variables. Section IV evaluates the performance of the

synthetic approach by comparing the estimates with officially reported estimates of 90% confidence intervals for

a wide variety of point estimates. Section V provides a brief conclusion.

II. Overview of Sample Design Concepts

There are primarily two features of a sample design, stratification and clustering, which distinguish a simple

random design from a complex design. In a simple random design the ultimate sampling units, such as firms,

households, or individuals, are randomly drawn in one take, typically by mapping a list of random numbers to a

complete list of the reference population. In a stratified design, the list of the reference population, or the sample

frame, is first explicitly divided (typically either geographically or on some demographic characteristic) into

smaller sections. Then from each of these smaller sections, called strata, the selection process continues by

randomly drawing a fixed proportion of the sample from each stratum.

In a multi-stage design, the ultimate sampling units are not selected in one draw from the sample, but

rather are the result of stages of drawing. Again the sample frame is split into several sections, this time

they are called clusters or primary sampling units. After the frame is divided into clusters, the first-stage

of the selection process proceeds by randomly selecting clusters.3  In a two-stage design, once the clusters

are selected, the ultimate sampling units are randomly drawn from each of the selected clusters. Lengthier

multi-stage designs are also frequently used where after selection of the clusters, secondary sampling

units are drawn, then possibly tertiary sampling units, and so on, before the ultimate sampling units are

drawn.

Stratification and Sampling Variance

Both stratification and clustering have implications for the estimated variance which are most easily

understood when their effect is contrasted to the sampling variance resulting from a pure random sample.

Generally it is the case that stratification reduces the sampling variance. Kish (1965) illustrates this by

                                                
3 One type of random selection process is for clusters to be selected with probability proportional to the
estimated population of the cluster, though there are other designs such as a randomly selecting clusters
with equal probabilities. The decisions made on the type of design have implications for the efficiency of
the design and for the resulting sampling weights.
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first noting that the estimated variance of a stratified sample is equal to the stratum-weighted average of

the variances of each stratum, or:

∑=
h

2
hhw1/n)xVar( (1)

where x  is the sample mean, strata are denoted by the subscript h, �h
2 is the within-strata variance, wh is the

stratum weight, and n is the sample size. This result follows since the draws from each stratum are independent

samples.

In order to examine the relationship between the variance from a stratified sample and the variance resulting

from a simple random sample (srs), it is useful to express the deviation of each element from the sample mean as

the deviation of the element from its stratum mean plus the deviation of the stratum mean from the sample mean:

)xx()x(x)x(x hhih,ih, −+−=− (2)

After squaring and summing both sides of this expression, one obtains:

∑∑∑∑ ∑∑ ∑ −−+−+−=−
h hi hih,

2

h hh

2

h i hih,

2

h i ih, )xx()x(x2 )xx(n )x(x)x(x (3)

where nh is the sample size of stratum h. If all terms are divided by the sample size, n, then the left-hand side of

this expression is an expression for the sample variance under the assumption that the sample was drawn from a

simple random sample. The first term on the right-hand side is the variance when the sample is stratified, and the

last term on the right-hand side of this expression sums to zero. This can also be expressed as:

 )xx(w - )xVar()xVar(
2

h hhsrsstratified ∑ −≈ (4)

The last term on the right-hand side is positive and expresses the reduction in the sampling variance from

stratifying the sample. One implication of this is that the greater is the heterogeneity across stratum, the greater is

the efficiency gain to stratification. Unusual strata increase sampling efficiency, but the gain is proportional to the

strata weights, so a highly unique stratum will not increase efficiency by much if it only represents a small portion
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of the population. Another implication of the expression is that the more homogeneous observations are within

each stratum, then the greater is the relative efficiency gain from stratification.

The expression also shows, though, that the relative efficiency gain will be small if the population variance is

large. This may be true even when the sum of the squared deviations of the strata means from the population

mean is large. Kish (1965, Section 4.6) asserts that it is frequently difficult to find strata such that the squared

deviations of strata means from the population means are large relative to the population variance; and therefore

Kish states that the gains over simple random sampling are often not that large.

Cluster or Multi-stage Selection

The benefit of a simple random sample is that each sample observation is independently drawn. This is in

contrast to the multi-stage design where once a cluster is selected the draws within that cluster are typically not

independent because observations within a cluster are frequently more similar to each other than observations

drawn across clusters. This clustering of observations frequently induces positive correlation between the cluster

elements and this often results in a large increase in sampling variance.4

To illustrate the loss of estimation efficiency from clustering relative to a simple random design, I consider a

two-stage design and follow an example from Deaton (1997). Consider some variable x, where

ci,cci,x ++= (5)

where i subscripts the ultimate sampling unit, say household or individual, and c subscripts the cluster. The mean

of xi,c is µ, �c is the cluster effect, and ci, is a random variable with a mean of zero and variance of � ,
2. The

distribution of ci,  is independent and identical for all i and c. Similarly, �c is a random variable with mean of

zero, variance of � "
2 and is independently and identically distributed across all c, and is also independent of �.

The independence assumptions come from the random draws of clusters and then the random draws of

households within clusters. These assumptions imply:

nmn
)xV(and)xE(

22

2s +== (6)

                                                
4 The benefit of multi-stage designs is that they can dramatically reduce the costs of the survey field work
by reducing the travel costs associated with interviewing each observation.
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where n is the number of clusters, m is the number of households in each cluster, and the subscript 2s denotes that

the sample is a two-stage design. By collecting terms over a common denominator, then adding and subtracting

2 , and finally by multiplying and dividing by 22 + , )xV( 2s can be rewritten as:

2 2 2 2 2 2 2 2

2s 2 2

�� �� � ��� ��
V(x )

nm nm nm( �
+ + − + + −= = +

+
(7)

By recognizing that the variance resulting from a simple random sample is given by ]/nm[ 22 +  and by

defining the coefficient of intra-cluster correlation, �, as ]/[ 222 + , then the relationship between the

sampling variance from a two-stage design and a simple random sample can be expressed as:

2s srsV(x ) V(x )[1 (m-1)]= + ρ (8)

where the subscript srs denotes simple random sample.5 From (8) it is clear that the size of the cluster and the

intra-cluster correlation coefficient are the determinants of the correction for the design effect. From (8) it can also

be seen that if one were to incorrectly assume that some sample design were a pure random sample and estimated

the variance of x , then if the true design were a two-stage design, the true sampling variance would be

underestimated by a factor of 1)]��[1 −+ . This factor is also sometimes denoted as deff, and is called the design

effect.

The implications of (8) are that the estimation efficiency loss from the two-stage design becomes greater as

the number of households per cluster, m, increases (holding total sample size fixed). This implication can be

easily seen by noting that if m is equal to one, then the design is a simple random draw. Similarly the efficiency

loss from the cluster design becomes greater as the intra-cluster correlation coefficient, �, increases. One way to

understand this is to consider some variable that is exactly the same for everyone in the cluster, such as a whether

some public facility exists in that cluster. In this case, it is not correct to assume that the sample contains m

independent draws of this variable from a particular cluster. Once it is determined that for one observation in a

cluster the facility exists, then this is known to be true for all observations in the cluster.6 The estimation

                                                
5 This derivation assumes clusters are of equal size. For a more general derivation, see Kish (1965).
6 Moulton (1990) provides a very useful illustration of this case.
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implications for this are that the effective sample size for the facility variable is not n, but rather n/m or the

number of clusters in the sample.

Deaton (1997, Table 1.5) finds in his examples from the Pakistan Integrated Household Survey (PIHS) that

the corrections for stratification are very small, less than 0.5 percent for the mean values he considers. In contrast,

from the same table Deaton shows that the effect of clustering on the estimated sampling variance can be very

large. As one example the PIHS data show that the estimated cluster-corrected standard error for per capita

expenditure is 42 percent greater than the incorrect standard error based on assuming that the data come from a

simple random sample. Kish and Frankel (1974) note:

In stratification negative correlation reduces the variance; but that gain is less for subclass means, and
even less for their differences and for complex statistics. Clustering induces larger and positive
correlations between element values. The resulting increase in variance is measured by the ratio deff,
and is often severe. [p.1].

III. Sampling Variance and the Current Population Survey

Because sample design information is censored from the public CPS data files, direct estimation of design-

corrected sampling variance is not possible. Users of the CPS public data files can approximate the sample

variance using parameter estimates that are provided in CPS user’s guides, such as U.S. Bureau of Census (2000).

In order to derive these parameter estimates, the Bureau of Census first directly estimates the sampling variance

for a variety of point estimates. The direct estimates of the variance of various point estimates are found through a

replication method that is similar in principle to a bootstrap methodology. A series of random subsamples are

selected from the original sample in a manner that replicates the sample design. From each of these subsamples

the relevant point estimate is produced, and the series of estimates result in an empirical estimate of the

distribution of the point estimate. This empirical estimate of the distribution of the point estimate can be used to

directly estimate the sampling variance of the point estimate.

Once direct estimates of the variance for several different point estimates are derived, then generalized

variance functions are estimated of the form:

iibX2
iaX  Var(X) ++= (9)



9

where X is some sample estimate and  is the error term. The functional form for equation (9) is based on the

assumption that the distribution of the random variable is approximated by the binomial distribution. U.S. Bureau

of Census and Bureau of Labor Statistics (2000) show that the variance of the sample estimate is approximately

equal to the product of the design effect and the variance of the sample estimate assuming a simple random

sample and a binomial distribution. An implication of this distributional assumption is that the coefficient b is

equal to the product of the design effect and the population raising factor (ratio of population to sample size), or

b=deff*N/n.

The Bureau of Census estimates equation (9) through an iterative weighted least squares procedure which

reduces the influence of sample estimates with large relative variances. The resulting (a, b) coefficients are

reported for a variety of statistics and can be used to approximate design-corrected standard errors with the public

CPS data files. See U.S. Bureau of Census and Bureau of Labor Statistics (2000) for more details.

Appendix G of U.S. Bureau of Census (2000) and Appendix C of Dalaker and Proctor (2000) reports these

coefficients for several types of estimates and for subsamples of several different characteristics. The shortcoming

of this approach is that it is not possible to provide coefficients for all relevant estimates, and the analyst may

therefore have to reshape their research question in order to fit the categories provided or proceed without

correcting the standard errors for design effects.7 For example, using the (a,b) coefficients provided in Dalaker

and Proctor, the analyst can examine the incidence of poverty for persons between, say, the ages of 15 and 24 but

not for working-age adults or teenagers. Similarly following the Census methodology it is possible to estimate the

standard error for the total number of White males or Black males, but it is not possible to estimate the standard

error for the number of White or Black males with income less than some specified amount.

If the relevant point estimate happens to match the categories provided in the CPS user manuals or other

supporting documents, then estimating the design-corrected standard error is straightforward. For example, U.S.

Bureau of Census (2000) shows that the correct standard error for a estimated percentage is given by:

p)p(100
x

b
s px, −= (10)
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where p is the estimated percentage and x is the total number of weighted observations in the base of the

percentage. In the case of the estimated standard error for a percentage, it is assumed that the denominator is a

population statistic, not an estimated sample statistic. If, the denominator is a sample statistic, then one is really

estimating a ratio of two sample statistics, and the standard error for an estimated ratio, x/y, is given by:

xy

ss
2r

y

s

x

s

y

x
s yx

2
y

2
x

x/y −







+





= (11)

where bxaxs 2
x +=  and r is equal to the correlation between x and y. U.S. Bureau of Census (2000) state that

the analyst should assume r is equal to zero.8

Metropolitan and Nonmetropolitan Estimates

In addition to the shortcomings already discussed of using equations such as (10) and (11) to estimate

standard errors, there is another issue to consider for those who are examining differences between metropolitan

and nonmetropolitan statistics. In particular, for the labor characteristics such as the number of persons employed

or unemployed, no coefficients are provided to examine these estimates for metropolitan areas separately from

nonmetropolitan areas.

For estimates related to the number of people by demographic characteristics or poverty status, several table

notes in U.S. Bureau of Census (2000, Appendix G) and Dalaker and Proctor (2000, Appendix C) state that the

(a,b) coefficients for metropolitan areas are the same as for the entire sample, and those for nonmetropolitan areas

are all multiplied by 1.5. It is difficult to understand, though, why it is that these coefficients are all increased by a

factor of 1.5. Recalling that the theoretical motivation for the general variance functions implies that the

coefficient b is equal to the design effect times the raising factor, or deff*N/n. The implication of the footnote then

is that:

                                                                                                                                                            
7As the examples from Deaton illustrate, proceeding without correcting for the design effects results in a
dramatic underestimate of the true standard error.
8 There is one stated exception to this and that is when the denominator is the count of families, the
numerator is the number of persons in each family with some characteristic, and at least one person has
this characteristic in each family. Census provides an example of this as the number of children per family
for those families with children. In this case, the analyst is to assume that r is equal to 0.7.
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One striking implication of equation (12) is that for all estimates over the sample of metropolitan and

nonmetropolitan samples, the ratio of the design effects is constant. Given the large variation that one observes in

intracluster correlation for various characteristics, it would seem that the adjustment by 1.5 for the

nonmetropolitan coefficients results in estimates of the sampling variance that are less precise than for other

estimates.

It is not possible to test this implication with the public use data as one can not obtain the estimated design

effects independent of the (a,b) coefficients, but in Table 1 below I explore the credibility of this assumption by

treating other geographic variables as if they were the cluster variables. In the first column, the 50 states (plus the

District of Columbia) are treated as the cluster variable, and design effects are estimated by nonmetropolitan and

metropolitan areas. Similarly, in the next two columns, counties are treated as the cluster variables. For the

smallest counties there is also a concern about revealing the identities of individual observations so many of these

observations are aggregated into one large county within each state. The first "County" column includes these

aggregated counties, and the second column excludes them.

[INSERT TABLE 1 APPROXIMATELY HERE]

The estimated design effects presented in Table 1 all assume that the average metropolitan and

nonmetropolitan cluster size, m, is equal to four. Following Gleason (1997), intracluster correlation, as defined in

equation (7), is estimated as:
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where i subscripts each of the k clusters, j subscripts the observations within each cluster, n is the sample size, x

is the sample mean, ix  is the mean of cluster i, wij is the weight for each observation, and wi is the sum of cluster

i weights.

The assumption that the nonmetropolitan (a,b) coefficients are equal to 1.5 times the metropolitan

coefficients means that the ratio of these design effects should be constant over all variables.9 For the exercise

displayed in Table 1, I examine this ratio where I used the state and county variable information to proxy for the

cluster variable. From these results it is clear that there is a lot of variation in the ratios which suggests that the

’1.5-rule’ is a fairly rough adjustment for analyzing nonmetropolitan characteristics.

In addition to assuming that the appropriate adjustment for nonmetropolitan estimates is the same over all

estimates, there appears to also be the assumption that this adjustment doesn’t change over time. The adjustment

factor of 1.5 for nonmetropolitan estimates was first suggested for CPS data from 1981 in U.S. Bureau of Census

(1983, Table B-7) and has not changed over the years. This is in marked contrast to the coefficients for other

estimates listed in the appendices to the CPS user manuals (e.g. U.S. Bureau of Census, Appendix G, 2000) or the

Census P-60 Series on Poverty (e.g. Dalaker and Proctor, Appendix C, 2000) that are updated annually. Personal

communication with Bureau of Census sheds a bit more light on the development of this adjustment factor:10

The factor of 1.5 has been used for non-metropolitan areas as a simple approximation. While the best
factor likely varies from characteristic to characteristic, we use 1.5 for all characteristics rather than
publishing a different factor for each estimate. Years ago, someone looked at the data for metro/non-
metro areas and decided that 1.5 would be a good, and somewhat conservative, estimate for most
characteristics.

Because the adjustment for nonmetropolitan areas is not specific to different characteristics and since it is not

frequently updated, it is reasonable to assume that Census has decided that providing a full set of updated

adjustment factors for nonmetropolitan characteristics is a lower priority. The analyst examining nonmetropolitan

characteristics needs to be aware of this when using 1.5-adjustment factor.

                                                
9 That is the ratio should be constant over all variables where the metropolitan and nonmetropolitan
samples considered are unchanged.
10 I’m grateful to Alfred Meier from the Bureau of Census for this explanation, as well as for his help with
many inquiries related to estimating sampling variance from the CPS data.
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Synthetic Design Approach

The idea of the approach proposed in this paper is to mimic certain aspects of the actual design of the CPS

sample by creating synthetic variables for the strata and clusters which induce similar design effects. From

equation (8) it is apparent that the two characteristics of the cluster design that have the greatest effect on

sampling variance are the cluster size and the magnitude of intracluster correlation. The ultimate sampling units

(USUs) for the CPS are drawn from the geographically sorted primary sampling units (PSUs or clusters)

following a fixed-interval, systematic selection procedure. In essence each housing unit within a PSU is

numbered, a random number is used to select the first housing unit, and then each of the next housing units

selected is determined by the size of the fixed interval. U.S. Bureau of Census and Bureau of Labor Statistics

(2000, p. 3-7) state, "…most USUs consist of a geographically compact cluster of approximately four addresses,

corresponding to four housing units at the time of the census."

The first step of the synthetic design approach is to choose the variable of primary interest and sort the data

file on this variable. Table 2 examines poverty, and so I sort the data by income. If a researcher is looking at

expenditure or savings, then the first step is to sort on these variables. The next step of the design approach is to

assign each consecutive four housing units to a separate cluster.11 The purpose of the sorting is to induce a high

level of intracluster correlation, and the choice of four matches the average cluster size of the CPS.

Having created the synthetic clusters, the next step is to select the strata. Section II of this paper notes the

statements from Kish and Frankel and the example from Deaton to support the assertion that clustering has a

relatively greater effect than stratification in terms of estimating sampling variance. Following this assertion, the

synthetic design approach proposed in this paper is more closely linked to the actual clustering aspect of the CPS

design than the stratification.

From equation (4) it can be seen that the main efficiency gain from stratification comes from choosing strata

that have differences in means across strata and that are more homogenous within strata.12 The CPS strata are

geographically contiguous and are selected to insure that they are "as homogeneous as possible with respect to

                                                
11 The CPS variable name for the household sequence number is fh_seq and this is used to identify unique
households.
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labor force and other social and economic characteristics that are highly correlated with unemployment" (U.S.

Bureau of Census and Bureau of Labor Statistics, 2000, p.3-2). To capture the geographic aspect of the

stratification, I select as the synthetic strata the four regions of the United States (Northeast, Midwest, South and

West). These regions are selected because there are significant mean differences across these regions with respect

to labor force and other social and economic characteristics that are correlated with unemployment.

With the selection of the synthetic strata and clusters one can then directly obtain design-corrected estimates

of sampling variance. As examples, Kish (1965) provides design-corrected estimates of sampling variance for

sample means and other basic descriptive statistics, and Scott and Holt (1982) provide design-corrected estimates

of the sampling variance for ordinary least squares estimates. As a brief review of the literature on these

corrections, recall that the estimated sampling variance of the sample mean from a weighted, simple random

sample (srs) is given by:

2n n
1 2

w, srs i k i w
i 1 k 1

v̂(x ) n(n 1) w w (x x )−

= =

 = − −  
∑ ∑ (14)

where wi  is the weight for observation i and wx  is the weighted mean. Then the estimated sampling variance of

the sample mean from a weighted, stratified, clustered sample is given by:

h,i h,ih hm mn nL
1 2

w, 2s h h h,i,j h,i,j h,i,j h,i,j
h 1 i 1 j 1 i 1 j 1

v̂(x ) n (n 1) ( w  x   w  x )−

= = = = =

= − −∑ ∑ ∑ ∑∑ (15)

where the h subscripts each of the L strata, i subscripts the cluster or primary sampling unit (PSU) in each

stratum, j subscripts the ultimate sampling unit (USU), so xhij denotes element j in PSU i and stratum h. The

number of PSUs in stratum h is denoted by nh, and the number of USUs in PSU (h, i) is denoted by mhi.

IV. Results

Table 2 presents information on poverty in the U.S. for 1999 using the 2000 CPS files, and replicates a large

part of Table A in Dalaker and Proctor (2000). Each row presents a poverty estimate for a separate geographic or

demographic category, that are grouped into classifications such as family status, race, age, region, and family

                                                                                                                                                            
12 In contrast to the importance of the number of USUs per cluster, equation (4) indicates that the number
of strata is not directly related to the effect of stratification on the estimated sampling variance.
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characteristics. The first column lists the estimated percentage or ratio of poor persons in each category.13 The

next four columns provide varying estimates of the 90 percent confidence interval each derived from the Bureau

of Census report on poverty (Dalaker and Proctor, 2000). The second to last column lists the estimated 90 percent

confidence interval from using the synthetic design approach and equation (15). The last column lists the

estimated 90 percent confidence interval from erroneously assuming a pure random sample with weights and

then using equation (14) to estimate the sampling variance.

The first estimate of the 90 percent confidence interval is labeled as "Reported in Table A" and is directly

copied from the report by Dalaker and Proctor. Bureau of Census explains that these confidence intervals are

derived by first estimating standard errors, rounding these to one decimal point, then multiplying by 1.645, and

again rounding to one decimal point. As one example, the estimated standard error for the proportion of poor

"Black Families" is 0.86. This is rounded to 0.9 and then multiplied by 1.645 to give 1.48, which is then rounded

to 1.5.14

The second estimate of the 90 percent confidence intervals, labeled "Implied by Levels", also comes from the

same report. In addition to reporting the proportion of persons or families that are poor, Table A of this report also

reports the 90 percent confidence interval in terms of the number of poor persons. This estimate of the confidence

interval in terms of the number of poor persons implies a confidence interval in terms of the percentage poor.

The next column lists equation (10) as the header and reports the 90 percent confidence interval as estimated

by methodology recommended by the Bureau of Census for estimating sampling variance for percentages. The

fourth estimate of the 90 percent confidence interval, labeled "a,b Ratio", is derived from equation (11) following

the recommended methodology for estimating sampling variance for ratios.

The effective distinction between a percentage and a ratio is that when referring to a percentage, Census

means that the denominator is a population statistic (and not a sample estimate) whereas a ratio implies that the

numerator and denominator are both sample statistics (with estimates of sampling variance). The rule used to

                                                
13 Recall from equations (10) and (11) that the semantic difference between ratio and percentage matters.
14 The description of the reported estimates and the example are from personal, email communication
with Alfred Meier of the Bureau of Census. Dr. Meier also notes that in future reports, only the estimate
of the 90 percent confidence interval will be rounded, so that there will not be two stages of rounding
which creates greater error.



16

distinguish the two is "if the denominator is a person level characteristic to which we [Bureau of Census] control

(i.e. age, sex, race, Hispanic/Non-Hispanic origin, and state) then it will not have a standard error" and it is

considered a percentage, otherwise all other estimates are ratios.15

This rule seems to imply, for example, that all of the poverty estimates by race and age categories are treated

as percentages and those related to types of families are ratios. Nonetheless, the documentation on this issue is

sparse and analysts may well be uncertain whether to use equation (10) or (11). For the sake of comparison I

include both in Table 2, and have bolded the estimates based on whether Census considers the estimate to be a

percentage or ratio (as confirmed through personal communication). When using the (a,b) methodology, it is

important to note that this method results from regressing several direct estimates of the sampling variance on

similar point estimates, as described in Section III and equation (9). This method minimizes a weighted square of

errors, but the resulting estimates of sampling variance are approximations (containing error) to the direct

estimates.

The decision of which demographic characteristics to list in the first column of Table 2 is guided by a desire

to compare confidence intervals from the synthetic method with official estimates either reported in or derived

from Dalaker and Proctor (2000). For many of these characteristics, though, there is not a direct match in the

description of the (a,b) estimation approach (Dalaker and Proctor, 2000, Appendix C). The column labeled

"Match a,b Categories" lists whether Bureau of Census provides (a,b) coefficients for the estimates reported in

Table A. In those cases where no match exists, I attempt to find a category that seems similar, as I assume many

analysts might also take this approach. For example, there are no coefficients to estimate the sampling variance

for the poverty level of non-Hispanic Whites, so I use the (a,b) coefficients for Whites. While this attempt to

match categories is sometimes a reasonable approach, it is important to note that it is likely to introduce further

error into the estimates of the sampling variance.

The issue of what values to use for the (a,b) coefficients is even more difficult when the estimate of interest

covers two separate categories for which (a,b) coefficients are provided. For example, suppose that the analyst is

interested in the sampling variance of the poverty estimate for persons over the age of 45. Since this is considered

                                                
15 This explanation is from personal communication with Alfred Meier of the Bureau of Census.
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a percentage by Census, the analyst uses equation (10) and only needs a parameter estimate for b. Appendix C of

Dalaker and Proctor shows that the value of b is 3,927 for individuals between the ages of 45 and 64, and it is the

same for those 65 years of age and older. Given that the estimates are the same, an analyst might assume that the

appropriate value of b for those over 45 is also 3,927; but this would be wrong. The fact that the b value is the

same for each category implies that there is some similarity in the variance for each age category, but it doesn’t

imply anything about the variance across the two age categories. If there were large differences in poverty levels

across the two age groups, then the total variation of the combined age groups will be greater than the within-

group variation and the appropriate b-value is higher.

The purpose of showing four different estimates for the confidence intervals that are either directly from or

implied by the Bureau of Census (Dalaker and Proctor) report on poverty, is to show that the official estimates

appear to vary substantially. The difference across the estimates results from several sources including the rules

for rounding followed by Census, whether the estimate is treated as a percentage or ratio, and whether there is a

direct match for the assigned (a,b) coefficients. The four estimates are also meant to illustrate that it is not

straightforward to decide which estimate is the best approximation. Where there is a direct match in (a,b)

categories, the best approximation is given by equations (10) or (11) depending on whether the analyst considers

the estimate to be a percentage or a ratio. When there is no direct match in the (a,b) categories, choosing the best

estimate is difficult.

 As a result of this assertion that the baseline for comparison is not always clear, I consider the range of

design-corrected estimates derived from the Dalaker and Proctor report as a guide for comparison. The estimates

reported in the column labeled "Synthetic Design" result from the synthetic clusters and strata, which are created

as described in Section III, and following equation (15). As a lower bound for comparison, in the last column I

include the 90 percent confidence interval from using equation (14), which correctly accounts for the weights but

erroneously ignores the strata and clusters.

Perhaps the most important comparison to consider, is that all of the design-corrected estimates (including

the synthetic corrections) are typically much higher than the estimates resulting from assuming a simple random

sample. In the case of the national estimate of the proportion of persons poor, the design effect is greater than
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four. This implies that if the analyst only accounts for the weights of the CPS design, but ignores the cluster and

strata design effects, the estimated standard errors will underestimate the correct standard error by more than 100

percent.

Across the 37 poverty estimates listed in Table 2, the synthetic design approach to estimating sampling

variance performs very well. In particular, if one compares the estimates from the synthetic design approach with

those listed in Table A of the Dalaker and Proctor report, there are several cases where the design approach

outperforms the official estimates. As one example, consider that the officially reported estimate of the

confidence interval for the national poverty level is reported as 0.3.16 Once the analyst learns, though, that Census

considers this estimate a percentage, then it is possible to estimate this more precisely as 0.33 by using the (a,b)

methodology and equation (10).17 Table 2 shows that the estimate from the synthetic cluster approach is 0.33

also. While all of these estimates round to 0.3, there will be many questions that require more than the one-digit

of significance provided by the official estimate of 0.3.18

As another example of where the synthetic design approach performs as well as the official estimate, recall

the example of the poverty level of Black families. In this case, the officially reported confidence interval is 1.5

and the estimate from the synthetic design approach is 1.32. This would appear to be a case where the synthetic

design approach has not performed well. Even in this case, though, the synthetic approach does better than is

immediately apparent. The official estimate of 1.5 results from taking the estimated standard error of 0.8606 and

rounding this to 0.9 and using this estimate to find the confidence intervals. If one more properly used the

estimated standard error of 0.8606 to find the confidence interval, and then rounded, the result would be 1.4. In

this case, due to the two stages of rounding, the official estimate is too large by about the same amount that the

synthetic estimate appears to be too small.

                                                
16 See the first row of Table 2 and the column labeled "Reported Table A".
17 Note that in this example, there exist values for the (a,b) coefficients for the national poverty estimates.
18 A retort to the assertion that 0.33 is more useful than 0.3 would be to suggest that I’m ascribing too
much precision to the estimate of 0.33. Verifying whether this is true would require a careful analysis of
the private CPS files to construct estimates of the dispersion of the sample estimates of the variance. This
is not possible in this report, but I assume that the sampling variance can be reasonably reported to more
than one digit of significance. Further, it is also important to recall that the official estimate of 0.3 results
from estimating the standard error, rounding to one digit, multiplying by 1.645, and again rounding to one
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To summarize the results of the 37 poverty estimates provided in Table 2, there are 24 instances where the

confidence interval found through the synthetic design approach falls into the range of estimates derived from the

Dalaker and Proctor report. Correspondingly, there are 13 cases where the estimate from the synthetic approach is

either less than the lowest of the four estimates derived from the Dalaker and Proctor report or greater than the

highest estimate. Of these 13 cases, though, there are only four cases where the synthetic design approach falls

outside of the range of official estimates by more than ten percent. It is also noteworthy that one of these four

estimates where it appears the synthetic approach has performed poorly is for nonmetropolitan areas. Given that

these estimates are based on rule of adjusting the (a,b) coefficients by a factor of 1.5 and that this factor has not

been updated in the last twenty years, it is not at all clear that the reported estimates for nonmetropolitan

characteristics are more accurate than the synthetic-design estimates.

[INSERT TABLE 2 APPROXIMATELY HERE]

In order to compare the performance of the synthetic-design correction for regression estimates, Table

3 examines three regressions of poverty status on race and region. For the case where the binomial

variable of poverty status is regressed on dummy variables for race, the regression coefficients will be the

same as the percent poor for each race and the regression standard errors will be the same as the standard

errors of the sample means.19 The relationship between these regressions and the sample means can be

used to show that the synthetic-design correction performs as well for regression analysis as it does for

analysis of means.

Table 3 shows that the synthetic-design correction for the regression estimates matches the

corrections for the sample means, which supports the assertion that this method is a useful tool for

regression analysis also. This claim is fully consistent with the results from Scott and Holt (1982) who

                                                                                                                                                            
digit. This is a process that certainly introduces a greater level of error in the estimates relative to the
expected sampling dispersion of the variance estimates.
19 This assumes that the constant is suppressed, that the race dummies account for all observations and
that there is no overlap in the race dummy variables.
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show that the sample-design correction for regression estimates is conceptually very similar to the

correction for sample means.

In addition to comparing the synthetic-design correction for the regression estimates with the design-

corrected estimates for the sample means, Table 3 also examines the uncorrected OLS standard errors. The

purpose of this comparison is based on the assumption that most regression analysis done with CPS data has fully

ignored the issue of correcting the sampling variance for design effects. While these regressions exaggerate the

importance of this correction, it is sobering to note that all of the regression standard errors in Table 3 increase by

more than 80 percent when correcting for stratification and clustering.

[INSERT TABLE 3 APPROXIMATELY HERE]

V. Conclusion

 In this paper, I propose a general methodology for estimating sampling variance for estimates from the U.S.

Current Population Survey that creates synthetic design variables and then uses the standard formulas from the

statistics literature to estimate standard errors. I show that this methodology performs well by examining poverty

levels by numerous categories. In particular, for those instances where it is not possible to utilize the (a,b)

methodology recommended by Census, the results from Table 2 show that the synthetic methodology performs

quite well in approximating design-corrected confidence intervals and is certainly a far superior approach when

the alternate is to ignore the design effects.

There are four advantages to this methodology over the methodology suggested by the Bureau of Census.

First, it is possible to examine a wider class of variables. For example, following the Census methodology the

analyst can estimate the sampling variance for estimates related to income, but no corrections are provided for

expenditures, or savings, or receipt of government transfers. Second, for a given variable, it is possible to examine

more tabulations (or ’breakdowns’) by relevant demographic characteristics with the synthetic methodology.

Census provides approximations if the analyst wishes to examine, for example, the number of poor persons 15
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years of age and older, but no approximations are provided if the analyst wishes to examine a category not

specified by Census, such as number of adults that are poor.

The third advantage of this methodology is that it allows the analyst to estimate sampling variance for a

wider class of point estimates. Census provides approximations for means, ratios, and percentages of several

different variables, but if the analyst is interested in different point estimates no corrections are provided. One

example of this is in terms of poverty indices. Dalaker and Proctor (2000) provide adjustments for the headcount

index, but not for any other poverty index, such as the poverty gap, or squared-poverty gap index. Similarly, and

with broader implications, it is not possible to correct regression estimates using the Census methodology, but the

synthetic approach allows this. The fourth advantage is simply that the methodology is relatively easy to

implement. The analyst needs to create appropriate synthetic variables and then there are several statistical

softwares that will then estimate design-corrected standard errors.20

All of these advantages are important, but this paper does not argue against using the Census-recommended

methodology at all. In those cases where the researcher is examining a variable (and relevant demographic

subcategories) for which Census has provided factor adjustments for estimating the sampling variance, then the

researcher is best advised to follow the Census methodology. This recommendation is moderated somewhat

when considering a nonmetropolitan variable. In this case the adjustments have not been updated over the last

twenty years and they are likely to be significantly less useful than other adjustments provided by Census.

For any of the cases described above where the variable of interest, or demographic breakdown, or parameter

estimate varies from those for which Census provides adjustments, this synthetic approach provides the research

with an alternative methodology of estimating sampling variance. This methodology allows the analyst to

estimate sampling variance for a significantly wider class of estimates than previously possible, and therefore

increases the usefulness of research resulting from the CPS data files.

                                                
20 For example, the following softwares all provide estimates of design-corrected standard errors: Bascula
from Statistics Netherlands, CENVAR from U.S. Bureau of the Census, CLUSTERS from University of
Essex, Epi Info from Centers for Disease Control, Generalized Estimation System (GES) from Statistics
Canada, IVEware (beta version) from University of Michigan, PCCARP from Iowa State University,
SAS/STAT from SAS Institute, Stata from Stata Corporation, SUDAAN from Research Triangle
Institute, VPLX from U.S. Bureau of the Census, and WesVar from Westat, Inc.
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Table 1: Ratio of Nonmetro to Metro Design Effects
Treating State, County, and censored County as Cluster Variables

Deffnonmetro/Deffmetro Deffnonmetro/Deffmetro

Characteristics State County County1 State County County1

Number of Persons by
gender, race, ethnicity:
Males 1.00 1.00 1.00

Number of Persons by
Income Group:
Poor 1.03 0.97 1.05

Females 1.00 1.00 1.00 Less than 10,000 1.02 0.98 0.99
White 1.28 1.12 1.55 10-20,000 1.01 0.99 1.05
Nonhispanic White 1.17 0.99 1.11 20-30,000 1.01 0.98 0.95
Black 1.31 1.13 0.81 60-70,000 1.01 0.99 0.97
Asian 1.34 1.25 0.71 Greater than 70,000 1.02 0.93 0.95
Hispanic 1.09 0.93 0.65

# of Families by Type:
by Education Level: Married Couple 1.01 0.97 1.04
Less than High School 1.02 0.98 0.97 Female-headed 1.02 1.01 1.08
High School 1.00 0.98 0.99 Female-headed, White 1.01 1.00 0.97
Some College 1.02 1.01 1.02 Female-headed, Black 1.07 1.02 1.03
Bachelors and More 1.01 0.95 0.92 Female-headed, Asian 1.04 1.04 0.96
1In the CPS files, small counties are aggregated into one category (geco=0). The first column
marked ’County’ includes these aggregated counties, and the second column excludes them.
Notes:  Estimated design effects for nonmetropolitan and metropolitan areas are approximated by

1)]��[1 −+ , where the cluster size, m, is four and � is the intracluster correlation coefficient.
State and county variables are used as proxies for the clusters.
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