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A Comparative Evaluation of Cash Flow and Batch Profit Hedging Effectiveness in Commodity Processing

This study updates and extends a previous study on cash flow hedging presented at the NCR-134 2005 meetings. It begins with the notion that agribusinesses use discounted cash flow as a plant-investment criterion. It seems incongruous that these firms would then completely discard cash flow in favor of batch profits as an operating objective. This paper assumes that cash flow and its stability are important to commodity processors and examines methods for hedging cash flows under continuous processing. Its objectives are (a) to determine how standard hedging models should be modified to hedge cash flows, (b) to outline the differences between cash flow hedging and profit hedging, and (c) to determine the effectiveness of hedging in reducing cash flow variability. A cash flow hedging methodology is developed. In the empirical analysis we found that cash flow risk minimizing hedge ratios are not significantly different from batch profit risk minimizing hedge ratios, that risk increases with the processing phase length, that less risk is associated with crush margin than with product inventory holding, that hedging crush margin risk is less effective than hedging product inventories, that cash flow hedging is less effective than batch profit hedging, that the effectiveness of cash flow hedging declines as the phase length increases, and that cash flow hedging effectiveness is significant, even though it may be small.
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Introduction

Consider the economic criteria agribusinesses use to evaluate decisions such as whether to build a new processing plant, to develop a new product, to enter a new geographic market, to buy a distribution facility, or to expand into a new line of business. While profit maximization is the usual assumption of firm behavior, the criteria appropriate to each of these decisions is positive discounted cash flow. Cash flow represents financial capital. It is used in lieu of profits because projects such as these employ assets and incur liabilities unevenly over time. The net present value computation permits comparison of temporally-mismatched financial capital receipts and expenditures. Alternatively, positive discounted cash flow indicates that the rate of return on capital invested exceeds its cost, which is consistent with long-run profit maximization. Cash flow’s importance in evaluating these risky decisions is the point that we wish to carry forward into this investigation.

Compare the cash flow criterion with the traditional Johnson (1960), Stein (1961), and Anderson and Danthine (1980, 1981) formulation for hedging price risk. In this formulation, \( x_s \) represents an agent’s required spot-market position and \( x_f \) represents the attendant futures position. In addition, let \( p_0 \) and \( f_0 \) represent initial spot and futures prices and let \( p_1 \) and \( f_1 \) represent the terminal spot and futures prices. With hedging, profit is \( \pi = x_s (p_1 - p_0) + x_f (f_1 - f_0) \). The agent is assumed to select \( x_f \) in an attempt to maximize the utility of \( \pi \) in a mean-variance utility framework. If the agent is extremely risk averse or expects no change in the futures price, we get the well-know result that \( x_f = -x_s \frac{\text{Cov}(f_1-f_0, p_1-p_0)}{\text{V}(f_1-f_0)} \). 


This formulation has been used to represent a farmer who, at time 0, made his planting decision (thereby determining $x_0$) followed by his hedging decision. Alternatively, this formulation can represent a cattle feeder who places cattle on feed at time 0 with their sale anticipated at time 1. These cases exemplify batch production in that output is hedged and produced one batch at a time. Continuous production occupies the other end of the spectrum where inputs are periodically purchased and outputs are continuously produced and periodically sold. Batches overlap under continuous production when inputs for the next batch are purchased before the products from the current batch are sold. In this case, the historical cost of inputs has less economic meaning than the opportunity cost of input replacement. Thus, the traditional hedging approach of valuing inputs at their historical cost has less appeal than valuing the inputs at their replacement cost. When attention focuses on current revenues and current input costs, cash flow becomes the hedging target.

Concern with cash flow may seem trivial or misdirected given the standard assumption of profit maximization as the firm’s objective, but the following observations underscore its importance. First, the standard criterion for a firm's investment in a processing facility is discounted cash flow. Having constructed or purchased a facility based primarily on discounted cash flow, it seems inconsistent to then replace the cash flow criterion with profit objectives. This inconsistency is compounded by using profit objectives based on historical costs rather than opportunity (i.e., replacement) costs. Second, periodic cash flow and batch profits converge when multiple batches are aggregated to annual accounting periods. So while profit maximization and stabilization objectives and cash flow maximization and stabilization objectives are consistent in the long run these objectives are substantially different in the short run. Finally, agribusinesses hire financial managers who are responsible for ensuring that cash is available to pay for inputs and that receivables are collected in a timely manner. Costs are incurred in the exercise of these duties and the stabilization of cash flows lowers these costs.

This paper considers methods for hedging cash flows under continuous processing. Our specific objectives are (a) to determine how standard hedging models should be modified to hedge cash flows, (b) to outline the differences between cash flow hedging and batch profit hedging, and (c) to determine the effectiveness of hedging in reducing cash flow variability. The soybean-processing sector is used to represent continuous processing because (a) soybean crushing conforms to the continuous processing assumption, (b) soybean processing transformation coefficients are well known in that a 60-pound bushel of soybeans yields eleven pounds of soybean oil and 47 pounds of soybean meal, (c) the sector is economically important, and (d) cash and futures prices for soybeans and soybean products are available with a frequency that corresponds to continuous processing.

While the soybean crushing sector was chosen for study, our methodology is applicable to other sectors. Cottonseed crushing and meatpacking are characterized by continuous processing. In addition, some traditional agricultural production enterprises such as broiler production and hog feeding have moved toward continuous production as these enterprises have become more industrialized.
This paper proceeds as follows: First we discuss the relevant literature. Then we present a model of cash flow and batch profit risk components under continuous processing. Hedge ratios and effectiveness are estimated by regression analysis of 1990 through 1999 sample data. The hedge ratios are applied to 2000 through 2005 out-of-sample data to evaluate the robustness of the hedging strategies. Finally, results are summarized and conclusions are drawn.

**Literature Review**

Modern hedging methods trace back to Johnson's (1960) and Stein's (1961) treatment of a commodity market position as part of a portfolio that may also contain a futures position. This treatment is outlined above. Johnson and Stein derived the risk-minimizing hedge ratio, which is estimated as the slope in the regression of futures price changes over the portfolio's life against spot price changes over the portfolio's life. Hedging effectiveness, defined as the proportionate price-risk reduction due to hedging, is measured as the squared correlation between spot and futures price changes over the portfolio's life.

Anderson and Danthine (1980, 1981) generalized the Johnson and Stein approaches by including multiple futures contracts in the portfolio and by assuming mean-variance utility maximizing behavior by the agent. Their formulation provides for multi-contract hedging (Anderson and Danthine 1980) and cross hedging (Anderson and Danthine 1981). Risk-minimizing hedge ratios are obtained by assuming either infinite risk aversion or no expected speculative returns. These hedge ratios are estimated by multiple regression analysis where the dependent variable is the change over the portfolio-holding period in the cash price of the commodity and the independent variables are changes over the portfolio-holding period in the price of futures contracts. Hedging effectiveness is estimated by the regression multiple correlation statistic.

Ederington (1979) found that for a wide variety of commodities, the Johnson portfolio-risk minimization approach is more effective than the one-unit futures to one-unit cash approach. Consequently, the Johnson, Stein, and Anderson and Danthine methods are typically employed in agricultural production and storage hedging. Some studies suggest that the simplest hedging models such as the constant-hedge ratio models proposed by Johnson, Stein, and Anderson and Danthine work best. Garcia, Roh and Leuthold (1995) find that time-varying hedge ratios “provide minimal gain to hedging in terms of mean return and reduction in variance over a constant conditional procedure.” Collins (2000) reports that multivariate hedging models offer no statistically significant improvement over “naive equal and opposite hedges.”

Both the time and product-form price dimensions are potentially hedgeable in soybean processing and several methods for hedging these dimensions have been proposed (Tzang and Leuthold 1990; Fackler and McNew 1993). In a one-to-one hedge (a.k.a. equal and opposite), each unit of cash market commitment is matched with a corresponding unit of futures market commitment. In a more general risk-minimizing direct hedge, each unit of cash market commitment is hedged with a risk-minimizing futures commitment in the same commodity. More general still is a commodity-by-commodity cross hedge, where each unit of cash market commitment is hedged with a risk-minimizing futures commitment in a related commodity. In a multi-contract hedge, each unit of cash market commitment is hedged with risk-minimizing commitments in several futures contracts. These futures contracts may differ by maturity, may
specify the delivery of a different commodity (i.e., a cross-hedge), or may specify non-commodity financial instruments (currencies, securities, indices, or weather).

Other hedging strategies are defined in terms of the speculative soybean futures crush spread. In a one-to-one crush hedge, the processor is long one bushel in a soybean crush spread for each anticipated bushel to be processed. This strategy is identical to a one-to-one hedge if the soybean oil and the soybean meal are sold simultaneously. A generalization of the one-to-one crush hedge is the proportional crush hedge whereby the soybean processor employs a risk-minimizing crush spread that is proportional to the cash soybean market position.


Some production hedges resemble processing hedges. These include the cattle feeding hedge using corn, feeder cattle, and live cattle futures (Leuthold and Mokler 1979; Shafer, Griffin and Johnson 1978), and the hog feeding hedge using live hog, soybean meal and corn futures (Kenyon and Clay 1987). The hedging methods in the studies mentioned thus far are of the Johnson, Anderson and Danthine type with the objective being the minimization of the variance of batch profits. Dahlgran (2005) demonstrated that when continuous processing is approximated with multiple batches, and when the traditional hedging approach is applied to each batch, annual aggregate profits are stabilized and each batch's profits are stabilized, but cash flow becomes more variable. With the exception of a study on cattle feeding done by Purcell and Rife, and Dahlgran's (2005) study of transaction frequency as a risk management strategy, cash flow hedging is largely unexplored and cash flow hedging strategies for commodity processors have yet to receive any attention.

**Empirical Model**

In this section we compare cash flow hedging with batch profit hedging and derive a cash flow risk minimizing hedge ratio estimator which provides managers with a tool to manage another type of price risk. Our model represents a process in which soybeans (60 pounds per bushel) are purchased periodically and then transformed into soybean meal (47 pounds per bushel of soybeans) and soybean oil (47 pounds per bushel of soybeans). As soybeans are processed, soybean inventories decline and product inventories accumulate. Figure 1 represents these relationships. Inventory cycles are of length θ and repeat n times during the year as annual throughput of y is processed. If \( t_0 \) represents the current time, then \( \alpha \) designates an anticipatory phase during which the coming processing cycle is planned.

Product sales are not assumed to occur concurrently nor are they assumed to occur concurrently with soybean purchases. Figure 1 indicates that soybean meal is sold first in the processing cycle but we more generally designate soybean products as 1 and 2 with the sale of product 1
occurring either before or concurrently with the sale of product 2. \( \psi \) designates the delay in the sale of product 1 after the exhaustion of input inventories, and \( \delta \) designates the delay in the sale of product 2 after the sale of product 1. If \( \psi = \delta = 0 \), then the input and output inventory cycle phases match as products are sold concurrently with the purchase of soybeans for the next cycle. This condition minimizes daily cash flow variability.

The applicable prices are \( p_{s,t} \), the per bushel price paid for soybeans purchased at time \( t \), and \( p_{1,t} \) and \( p_{2,t} \) the respective prices received for products 1 and 2 sold at time \( t \). These prices are consolidated in the column vector \( \mathbf{p}_t = [p_{s,t}, p_{1,t}, p_{2,t}]' = [p_{s,t}: \mathbf{p}_t]' \).

The production coefficients are contained in the \( 3 \times 1 \) vector \( \mathbf{g} \) and are arranged to correspond to the price vector. Thus, \( \mathbf{g} = [-1, g_1, g_2]' \) where \( g_1 \) and \( g_2 \) represent per bushel yields of products 1 and 2. The production coefficients are also represented by the \( 2 \times 1 \) vector \( \mathbf{g} = [g_1, g_2]' \) so \( \mathbf{g} = [g_1, g_2]' \).

Without hedging, profits anticipated at time \( t \), generated by the batch that will be initiated at the end of the anticipatory phase \( \alpha \) are represented by \( \pi^\alpha \) where

\[
\pi^\alpha = \frac{y}{n} \left[ -p_{s,t+\alpha} + \gamma_1 p_{1,t+\alpha+\theta+\psi} + \gamma_2 p_{2,t+\alpha+\theta+\psi+\delta} \right].
\]  

Expressing the yet to be determined prices as current prices plus changes over the processing phase gives

\[
\pi^\alpha = \frac{y}{n} \left[ -p_{s,t} + \Delta_a p_{s,t+\alpha} + \gamma_1 (p_{1,t} + \Delta_a p_{1,t+\alpha} + \Delta_{\theta+\psi} p_{1,t+\alpha+\theta+\psi}) + \gamma_2 (p_{2,t} + \Delta_a p_{2,t+\alpha} + \Delta_{\theta+\psi} p_{2,t+\alpha+\theta+\psi} + \Delta_\delta p_{2,t+\alpha+\theta+\psi+\delta}) \right]
\]  

where \( \Delta_a X_t = X_t - X_{t-d} \). This expression indicates that the profit outcome depends on the current crushing margin \((-p_{s,t} + \gamma_1 p_{1,t} + \gamma_2 p_{2,t})\), the change in the crushing margin over the anticipatory period \((-\Delta_a p_{s,t+\alpha} + \gamma_1 \Delta_a p_{1,t+\alpha} + \gamma_2 \Delta_a p_{2,t+\alpha})\), the change in product prices after the soybeans are purchased but before the products are sold \((\gamma_1 \Delta_{\theta+\psi} p_{1,t+\alpha+\theta+\psi} + \gamma_2 \Delta_{\theta+\psi} p_{2,t+\alpha+\theta+\psi})\), and the change in the price of product 2 during the period when only it is held in inventory \((\gamma_2 \Delta_\delta p_{2,t+\alpha+\theta+\psi+\delta})\).

Price risk arises from these last three components. Equation (1b) can be expressed more succinctly as

\[
\pi^\alpha = \frac{y}{n} \left[ \mathbf{P}_t' \mathbf{\Gamma} + \Delta_a \mathbf{P}'_{s,t+\alpha} \mathbf{\Gamma} + \Delta_{\theta+\psi} \mathbf{P}'_{s,t+\alpha+\theta+\psi} + \Delta_\delta \mathbf{P}'_{s,t+\alpha+\theta+\psi+\delta} \mathbf{\Gamma} + \mathbf{\gamma} + \gamma_2 \Delta_\delta p_{2,t+\alpha+\theta+\psi+\delta} \right].
\]  

With hedging, profit becomes

\[
\pi^\beta = \pi^\alpha + \mathbf{x}'_{t,a} \Delta_a \mathbf{F}_{s,t+\alpha} + \mathbf{x}'_{t,\theta+\psi} \Delta_{\theta+\psi} \mathbf{F}_{s,t+\alpha+\theta+\psi} + \mathbf{x}'_{t,\delta} \Delta_\delta \mathbf{F}_{s,t+\alpha+\theta+\psi+\delta}
\]  

where \( \mathbf{x}_{t,a} \) represents futures positions held during phase \( a \) and \( \mathbf{F} \) represents a vector of prices of the futures contracts used for hedging. This formulation designates futures positions during the anticipatory phase \( \mathbf{x}_{t,a} \), during the phase when both products are either implicitly stored in the input \( \theta \) or explicitly stored as outputs \( \psi \) \( \mathbf{x}_{t,\theta+\psi} \), and during the phase when a single product is stored \( \mathbf{x}_{t,\delta} \). Futures positions differ in each phase because the price risks differ. In the anticipatory phase \( \alpha \) price risk is in the form of crush-margin change, in the transformation phase \( \theta+\psi \) price risk is in the form of a change in either output price, and in the single-product holding phase \( \delta \) price risk is in the form of a change in the single output price.
Suppose the firm's hedging objective is to minimize the variance of profit where

\[
V(\pi_l^t | \Omega_t) = V(\pi_l^t | \Omega_t) + x_{f,\alpha} \sum_{A,F} A_{F,A,F} x_{f,\alpha} + x_{f,\theta+\psi} \sum_{A,F} A_{F,A,F} x_{f,\theta+\psi} + x_{f,\delta} \sum_{A,F} A_{F,A,F} x_{f,\delta} + 2 (y/n) (x_{f,\alpha} \sum_{A,F} A_{F,A,F} \Gamma + x_{f,\theta+\psi} \sum_{A,F} A_{F,A,F} \gamma + x_{f,\delta} \sum_{A,F} A_{F,A,F} \gamma_2) \tag{2}
\]

and \( \Sigma_{x,y} \) represents the matrix of covariances between the variables in vectors \( x \) and \( y \) and \( \Omega_t \) represents the current information set. Minimizing this variance with respect to \( x_{f,\alpha}, x_{f,\theta+\psi}, \) and \( x_{f,\delta} \) gives the variance-minimizing futures positions for each of the periods \( \alpha, \theta+\psi, \) and \( \delta \).

\[
x_{f,\alpha} = -(y/n) (\Sigma_{A,F,A,F})^{-1} \Sigma_{A,F,A} \Gamma \tag{3a}
\]

\[
x_{f,\theta+\psi} = -(y/n) (\Sigma_{A,F,A,F})^{-1} \Sigma_{A,F,A} \gamma \tag{3b}
\]

\[
x_{f,\delta} = -(y/n) (\Sigma_{A,F,A,F})^{-1} \Sigma_{A,F,A} \gamma_2 \tag{3c}
\]

Hedge ratios per bushel of soybeans processed for the phases \( \alpha, \theta+\psi \) and \( \delta \) in figure 1 are estimated by the coefficients in the regression models\(^1\)

\[
\Gamma' D_0 P_t = \Delta_0 F' \beta_0 + \varepsilon_0,t, \tag{4a}
\]

\[
\gamma' D_{\theta+\psi} P_t = \Delta_{\theta+\psi} F' \beta_{\theta+\psi} + \varepsilon_{\theta+\psi,t}, \tag{4b}
\]

\[
\gamma_2 D_{\delta} P_t = \Delta_{\delta} F' \beta_\delta + \varepsilon_{\delta,t}. \tag{4c}
\]

The dependent variables respectively represent the change in the crush margin during the anticipatory phase \( (\Gamma' D_0 P_t) \), the change in the value of both products during the period between the soybean purchase and the sale of the first product, \( (\gamma' D_{\theta+\psi} P_t) \), and the change in the value of the final product over the phase that it is held \( (\gamma_2 D_{\delta} P_t) \). This approach exemplifies current for soybean processing hedging methods.

We now examine anticipated cash flow and methods for hedging it.\(^2\) Without hedging, cash flow currently anticipated for the final-product sales period (figure 1) is\(^3\)

\[
\phi^* = (y/n) \left[ -p_{t,\alpha+\theta} + \gamma_1 P_{t,\theta+\psi} + \gamma_1 P_{t,\delta+\psi} + \gamma_1 P_{t,\delta+\psi} \right]. \tag{5a}
\]

Rearranging to isolate the current given prices from unknown future spot prices gives

\[
\phi^* = (y/n) \left[ P'_t \Gamma + \Delta_{\theta} P'_{t,\theta+\psi} + \Delta_{\delta} P'_{t,\delta+\psi+\delta} + \gamma_2 \Delta_{\delta} P_{t,\delta+\psi+\delta} \right]. \tag{5b}
\]

This expression differs from (1c) in that over the processing phase \( (\theta) \) the crushing margin \( (\Delta' P' \Gamma) \) is at risk rather than the value of both products \( (\Delta' P' \gamma) \).\(^4\) This difference reflects the notion that the embodiment of products in specific soybean purchases is immaterial from the standpoint of cash flow.

With hedging, cash flows result from both spot market transactions as well as the daily revaluation of futures positions. By exchange regulations (Chicago Board of Trade, 2006), initial and maintenance hedging margins in the soybean complex are identical so that every daily futures price change requires margin account resettlement. Thus, cash flows are expressed as

\[
\phi_t^* = \phi_t^* + \sum_{t=\alpha}^{\theta} x_{t,\alpha+\theta} \Delta F_{t,\alpha+\theta} + \sum_{t=\theta+\psi}^{\psi} x_{t,\theta+\psi} \Delta F_{t,\theta+\psi+\delta} + \sum_{t=\delta}^{\delta} x_{t,\delta} \Delta F_{t,\delta+\psi+\delta} \tag{5c}
\]

where \( \Delta F \) represents the day to day futures-price change. This expression differs from (1d) in that it recognizes cash flows from futures positions on each day that the position is held whereas (1d) recognizes only the aggregate cash flow of the position at its termination.\(^5\) The other difference between (5c) and (1d) is that the processing phase \( (\theta) \) appears in the anticipatory period rather than in the two-product inventory period.

The variance of cash flow over the transaction cycle
\[ V(\phi^*_t | \Omega_t) = V(\phi^*_t | \Omega_t) + \sum_{t=1}^{\alpha+\theta} x_{t,\alpha+\theta}^i \sum_{AF,AF} x_{t,\alpha+\theta} + \sum_{t=1}^{\psi} x_{t, \psi}^i \sum_{AF,AF} x_{t, \psi} + \sum_{t=1}^{\delta} x_{t, \delta}^i \sum_{AF,AF} x_{t, \delta} + 2(y/n) \{ \sum_{t=1}^{\alpha+\theta} x_{t,\alpha+\theta}^i \text{Cov}(\Delta F_{i+\alpha}^t, \Delta P_{i+\alpha}^t) \Gamma + \sum_{t=1}^{\psi} x_{t, \psi}^i \text{Cov}(\Delta F_{i+\psi_0+\psi}^t, \Delta P_{i+\psi_0+\psi_0}^t) \gamma \} \]

explicitly recognizes the daily cash flows attributed to futures position resettlement. Minimizing the variance with respect to the futures positions for each of the three periods gives

\[ (\alpha + \theta) \sum_{AF,AF} \tilde{x}_{\alpha+\theta} + (y/n) \sum_{t=1}^{\psi} \text{Cov}(\Delta F_{i+\psi_0+\psi}^t, \Delta P_{i+\psi_0+\psi_0}^t) \Gamma = 0 \]

\[ \psi \sum_{AF,AF} \tilde{x}_{\psi} + (y/n) \sum_{t=1}^{\psi} \text{Cov}(\Delta F_{i+\psi_0+\psi}^t, \Delta P_{i+\psi_0+\psi_0}^t) \gamma = 0 \]

\[ \delta \sum_{AF,AF} \tilde{x}_{\delta} + (y/n) \sum_{t=1}^{\delta} \text{Cov}(\Delta F_{i+\delta}^t, \Delta P_{i+\delta}^t) \gamma = 0 \]

where \( \tilde{x}_{\alpha+\theta}, \tilde{x}_{\psi}, \) and \( \tilde{x}_{\delta} \) indicate the cash flow risk minimizing futures positions during the three periods represented by the phases \( \alpha+\theta, \psi \) and \( \delta \).

The covariances in (7a) through (7c) can be further simplified. For example, in (7a)\(^6\)

\[ \sum_{t=1}^{\alpha+\theta} \text{Cov}(\Delta F_{i+\alpha}^t, \Delta P_{i+\alpha}^t) \Gamma = \text{Cov}[\Delta P_{i+\alpha}^t, \Delta P_{i+\alpha}^t] \Gamma \]

Thus, the cash flow risk minimizing futures positions for the phases of the processing cycle are

\[ \tilde{x}_{\alpha+\theta} = -(y/n) \left( (\alpha + \theta) \sum_{AF,AF} \right) \Gamma \]

\[ \tilde{x}_{\psi} = -(y/n) \left( \psi \sum_{AF,AF} \right) \gamma \]

\[ \tilde{x}_{\delta} = -(y/n) \left( \delta \sum_{AF,AF} \right) \gamma \]

These expressions are similar to (3a) through (3c), respectively, except that the futures-price-change covariance matrix \( \sum_{AF,AF} \) represents day-to-day changes rather than changes over the hedging interval.

The hedge ratios in (9a) through (9c) can be estimated from moment matrices. However, for the sake of comparison, we seek to determine how to use regression analysis to estimate these hedge ratios. Because of the equations' similarity, we focus on (9a) knowing that the analysis of (9b) and (9c) will proceed similarly. To simplify, let \( A \) represent the length of the anticipatory period \( (=\alpha+\theta) \) and assume that \( A \) is one processing cycle \( (\theta) \) so \( \alpha=0 \). To incorporate standard regression notation, let \( X = \Delta F \) where \( X \) is \( NA \times k \) with \( N \) representing the number of processing cycles represented in the data set, and \( k \) the number of futures contracts considered as hedge vehicles. Let \( Z = \Delta P \) where \( Z \) is \( N \times k \) and let \( Y = \Delta P \) where \( Y \) is \( N \times 3 \). Then \( \sum_{AF,AF} = X'X / NA \), \( \sum_{AF,AF} \sum_{AF,AF} = Z'Y / N \) and

\[ \tilde{x}_{\alpha+\theta} = -(y/n) \left( \frac{X'X}{NA} \right)^{-1} \left( \begin{array}{c} Z'Y \\ N \end{array} \right) \Gamma = -(y/n)(X'X)^{-1} Z'Y \Gamma \].

But \( Z = (I_N \otimes 1') \Delta F = (I_N \otimes 1') X \) and \( Y = (I_N \otimes 1') \Delta P \). Thus \( Z'Y = X' (I_N \otimes 1') \Delta P \) so

\[ \tilde{x}_{\alpha+\theta} = -(x/n) \left( X'X \right)^{-1} X' (I_N \otimes 1') \Delta P \Gamma \]

Thus, the cash flow risk minimizing hedge ratios are estimated by the regression model

\[ (I_N \otimes 1') \Delta P \Gamma = \Delta F \beta_{\alpha+\theta} + \epsilon \]

The explanatory variables in this formulation are daily futures price changes. The dependent variable is the change in the crushing margin, \( \Delta P \Gamma \), summed over the hedging period,
\((I_N \otimes I') \Delta P \Gamma\), with each daily observation in a hedging period being the sum of the daily changes over the entire hedging period, \((I_N \otimes 1)(I_N \otimes I') \Delta P \Gamma\). We recognize that this formulation implies that cash flow risk reduction will be difficult to achieve through hedging.

**Data Considerations**

Data to empirically test the analytical model were obtained from BarChart.com. These data consist of daily observations of cash and futures prices for soybeans, soybean oil and soybean meal from January 1990 through December 2005. The cash prices apply to central Illinois. The futures prices are for all soybean, soybean oil, and soybean meal contracts traded on the Chicago Board of Trade during this time period.

Soybean meal characteristics changed during the sample period as the deliverable grade specified by the futures contract changed from 44 percent to 48 percent protein beginning with the September 1992 contract. The cash price data were for 44 percent protein soybean meal through November 17, 1992 and for 48 percent protein thereafter. During a transition period from November 18, 1992 through December 26, 2001 the Wall Street Journal reported prices for both 44 percent and 48 percent protein soybean meal.

The following procedure was used to convert 44 percent soybean meal prices to the new 48 percent standard. Cash prices for both 44 percent and 48 percent soybean meal were collected for each Wednesday during the period when both were quoted. The ordinary least squares relationship between the 44-percent and 48-percent meal prices was estimated as

\[
p_{M48,t} = 5.96 + 1.0221 p_{M44,t} \]

Observations = 476, \(R^2 = 0.997\)

\[
(0.476)(0.00257)
\]

where \(p_{M48,t}\) is the 48-percent soybean meal cash price in period \(t\), \(p_{M44,t}\) is the 44-percent soybean meal cash price in period \(t\), and standard errors are in parentheses. This relationship was used to generate fitted values for 48-percent soybean meal cash prices prior to November 18, 1992 and to generate fitted values for 48-percent soybean meal futures prices for contracts that matured prior to September 1992. The fitted values were used as proxies for the unobservable 48-percent cash and futures prices. The high regression \(R^2\) assures that these fitted values are good proxies for the unobservable prices.

The model assumes that the processing phase parameters (\(\alpha\), \(\theta\), \(\psi\), and \(\delta\)) can take any integer value but empirical analysis must accommodate the idiosyncrasies of the business calendar. To illustrate, suppose \(\alpha = \psi = \delta = 0\). Our daily observations permit profit and cash flow computations for \(\theta = 1\). However, transformation cycles of two days through one week clash with the market's weekend closures making the cycle length ambiguous. For example, if \(\theta\) is 3 calendar days, then prices will be unavailable on weekends, and if \(\theta\) is set to three business days, then the observations become unevenly spaced in time because of weekends. We select values of \(\alpha\), \(\theta\), \(\psi\), and \(\delta\) that are consistent with daily, weekly, and multi-week cycles. Weekly and multi-week cycles will be assumed to start on Wednesdays. When a holiday falls on Wednesday, we use Tuesday's prices but assume that those prices were observed on Wednesday to preserve evenly-spaced observations.
To determine the effectiveness of cash flow hedging and to compare the effectiveness of cash flow hedging to batch profit hedging we assume a range of phase lengths that correspond to the hedge horizons studied by Tzang and Leuthold, and Fackler and McNew. For batch profit hedging, we will examine anticipatory phases (α) of 1, 7, 14, 28, 42, 56, and 91 days, temporal differences between input and output prices (θ+ψ) of 1, 7, 14, 28, 42, and 56 days, and product sales timing differences (δ) of 0, 1, 7, 14, and 28 days. For comparison, we will examine cash flow hedging effectiveness for anticipatory phases (α+θ) of 1, 7, 14, 28, 42, 56, and 91 days, input-purchase output-sales time lags (ψ) of 1, 7, 14, 28, 42, and 56 days, and product sales time differences (δ) of 1, 7, 14, and 28 days.

The futures contracts used for hedging were selected according to the following rules. First, only contract maturities that permit the construction of a pure crush spread, where the soybean, soybean oil, and soybean meal contracts all have the same maturity, are used. This eliminates October and December soybean oil and meal contracts because soybean contracts are not traded for these months. Likewise, November soybeans are eliminated because November soybean oil and meal are not traded. This leaves the January, March, May, July, and September soybean, soybean oil and soybean meal contracts to be used in the hedging portfolio. Second, only contracts with at least seven days to maturity at the time of hedge closure were used.

Subject to these two broad exclusions, hedges used the nearby futures contract maturity where the nearby maturity is defined by the time of the final cash market transaction. As an example, if a batch of soybean meal is sold two weeks after the soybean oil and if soybeans were purchased for the batch six weeks before the soybean oil is sold, then the nearby maturity for all three futures contracts is defined relative to the final soybean meal sale. This definition precludes the construction of crushing hedges with inter-temporal features.

The 1990 through 2005 sample period was broken into a 1990 through 1999 estimation period and a 2000 through 2005 simulation period. The data that result from the application of the above rules are summarized in table 1. In anticipation of estimating the mean prior to estimating the variance, table 1 reports statistics for the model $p_t = \mu(1-\rho) + \rho p_{t-1} + \epsilon_t$ for cash and futures prices and crushing margins for the entire sample period and each sub period. If $\rho = 1$, then the series follows a random walk so that the conditional variance should be computed as the sum of squared price changes. Alternatively, if $\rho = 0$, then the variance should be computed as deviations about the sample average. For intermediate and significant values of $\rho$, the variance should be computed as deviations about the fitted value given by the model. The Dickey-Fuller $\Phi_1$ statistics in table 1 test $H_0: b = 1$ and $a = 0$ in the model $p_t = a + b p_{t-1} + \epsilon_t$. This hypothesis is consistently rejected for the cash crush margin implying that the cash crush margin tends to wander back to an equilibrium level. Also reported in table 1 are the estimated serial correlation coefficients. All are close to 1, even those for which the random-walk hypothesis is rejected. The estimates of $\rho$ indicate the while the crush margins wander back to equilibrium levels, they do so slowly.

The estimated model will be used to simulate outcomes in the 2000 through 2005 simulation period. Poor simulation results could be caused by a change in the structure of the process that generates the data between the estimation and the simulation period. Table 2 reports test results for differences between the estimation and the simulation periods. We designate the estimation
period as E and the simulation period as S, then test $H_0$: $\mu_E = \mu_S$, $\rho_E = \rho_S$, and $H_0$: $\sigma_E = \sigma_S$. Table 2 indicates that the parametric structure of the price series does not differ significantly between the estimation and simulation periods. However, the structure of the processes underlying the cash and futures crush margins does change. Table 2 also indicates that the variance of each series changes between the estimation and simulation periods. When combined with the results of Table 1, we conclude that prices are more variable in the simulation period.

**Empirical Results**

In this section we estimate batch profit and cash flow risk for each processing cycle phase where phase lengths are parameterized by $\alpha$, $\theta$, $\psi$, and $\delta$. Batch-profit risk-minimizing hedge ratios are estimated by (4a) through (4c), and are then used to compute hedged batch profit. Likewise, cash-flow risk-minimizing hedge ratios are estimated by (9a) through (9c) and hedged cash flows are then computed using these hedge ratios. Figure 2 shows the estimated hedge ratios for each processing phase. The anticipatory-phase hedge ratios (Antic) don’t depart drastically from the *equal and opposite* values of short 60 pounds of soybeans, long 47 pounds of soybean meal, and 11 pounds of soybean oil per bushel crushed (figure 2). These hedge ratios increase as the anticipatory phase extends beyond four weeks. Figure 2 also indicates that batch profit anticipatory hedge ratios tend to be larger in absolute value than the cash flow hedge ratios. In the transformation phase (Trans) and single product inventory holding phase, the hedge ratios also tend toward *equal and opposite* values.\(^9\) Tests of the hypothesis that the cash flow hedge ratios are equal to the batch profit hedge ratios (*i.e.*, $H_0$: $b_{fp} = b_{bf}$) were not rejected at the five percent significance level for any of the phases or phase lengths.

Figure 3 shows unhedged and hedged batch profit and cash flow risk by processing phase. This figure shows that unhedged cash flow risk is nearly the same as unhedged batch profit risk given the phase length. Also, longer phase lengths create greater risk for both unhedged batch profits and unhedged cash flows.

In the anticipatory phase (Antic), the crushing margin ($\Gamma \Delta_p$) is the hedging objective. Batch profit hedging effectiveness is in the 0.2 to 0.4 range, is lowest for the 28 day horizon, and is highest for the longest hedge horizons. Batch profit anticipatory hedging effectiveness is significant at beyond the five-percent level (indicated by *) for all phase lengths considered and is significant at beyond the 0.1 percent level (***) for all but 28 and 42 day phase lengths.

For a one day phase lengths, cash flow anticipatory hedging effectiveness is the same as the batch profit anticipatory hedging effectiveness because batch profit is cash flow for a one day phase.\(^{10}\) Beyond the one-day anticipatory phase, the effectiveness of cash flow hedging diminishes to the point that hedging provides little cash flow stabilization. Even though cash flow anticipatory hedging effectiveness estimates are small, they are statistically significant at beyond the five-percent level for all but the 42-day anticipatory horizon.

In the transformation phase (Trans) the hedging objective is both products’ value ($\gamma \Delta_l$). Batch profit hedging effectiveness in this phase (roughly 0.80) exceeds hedging effectiveness in the anticipatory phase, and is significant beyond 0.1 percent for all horizons. Transformation phase
cash flow hedging effectiveness declines as the transformation phase length increases and becomes relatively small, yet all are significant at beyond 0.1 percent.

Sales revenue from the product sold last \((\gamma_t\Delta_k p_t)\) is the hedging objective for the final phase of the processing cycle. Neither soybean meal nor soybean oil was specified as the last product sold so figure 3 presents both possibilities. Figure 3 indicates that longer hedging horizons are associated with slightly more effective batch profit hedges and definitely less effective cash flow hedges. The effective estimates are all statistically significant at beyond the 0.1 percent level. The figure also indicates that soybean oil hedging is more effective than soybean meal hedging and that batch profit hedging is more effective than cash flow hedging. With one day inventory holding periods \((\delta = 1)\), cash flow and batch profit hedges are equally effective and a comparison of (3c) and (9c) indicates that this should be the case.

To test the robustness of our procedure, the hedging strategies were simulated out of sample. Table 2 indicates that the price generating processes in the simulation period are not significantly different from those in the estimation period. We would hence suspect that the models that hedge price risk would be as successful in the simulation period as in the estimation period. Table 2 also presents evidence that crush margin series differs between the simulation and estimation periods. Consequently, crush hedging will likely be less successful in the simulation period than in the estimation period. Table 2 finally presents evidences that prices and crushing margins are more variable in the simulation period than in the estimation period so hedging is potentially more useful in the simulation period. The out-of-sample simulation results are summarized in figure 4.

Figure 4 indicates some of the broad risk tendencies that were evident in figure 3. Specifically, figure 4 reveals that unhedged batch profit risk and cash flow risk are the same, longer phase lengths are generate more risk, crush hedging during the anticipatory phase is less effective than hedging product inventories either jointly (Trans) or singly (InvMeal or InvOil), and that cash flow hedging effectiveness declines as phase lengths increase. Comparison of figures 3 and 4 reveals greater variation in the simulation period then in the estimation period and similar levels of hedging effectiveness for both batch profits and cash flows. The most notable differences between figures 3 and 4 are the lack of increasing crush margin risk with the increase of the phase length, and the negative effectiveness of batch profit hedging for 56 and 91 day batch profit anticipatory hedges. This latter phenomenon indicates that application of the hedge ratios in the simulation period made hedged profits more variable for these phases.

When estimated coefficients are applied out of sample, the probability distributions of the sums of squares are unknown so that the statistical significance of hedging effectiveness \((R^2)\) cannot be determined. However, a critical \(R^2\) value can be computed given the number of observations, the number of regression model parameters, and a level of probability.\(^{11}\) While the out-of-sample hedging effectiveness statistics are not computed by regression analysis, the 95 percent critical values can serve as a benchmark to evaluate out-of-sample hedging effectiveness. With the exception of cash flow hedging over a 28 day anticipatory period, all positive out-of-sample hedging effectiveness statistics surpass the corresponding critical values.
For our final simulation, we examine how batch profit hedging affects cash flow risk and how cash flow hedging affects batch profit risk. These simulations are summarized in figure 5 and generally reflect the finding that the cash flow hedge ratios are not significantly different from batch profit hedge ratios. The upper panel of figure 5 shows the simulated impact on cash flow variability of hedging batch profit. As in the previous cases, longer hedge horizons are associated with less risk reduction. The lower panel of figure 5 shows the simulated impact of cash flow hedging on batch profits. A comparison of the lower panel of figure 5 with the upper panel of figure 4 shows that the application of the cash flow risk minimizing hedge ratios has the desirable effects of effectively hedging inventories (Teans, InvMeal and InvOil) regardless of the hedge horizon, and is less destabilizing of the crush margin (Antic) than is the batch profit hedge ratios.

Summary and Conclusions

The objectives of this study were to determine how to hedge cash flows from commodity processing, to compare the analytical solution for cash flow hedging to the traditional batch profit hedging solution, and to empirically estimate the effectiveness of cash flow hedging. In accomplishing these objectives, we first developed the empirical method for determining cash flow variability and for estimating cash-flow-risk-minimizing hedge ratios. The analytical solution for computing these ratios is similar to the method for computing traditional batch profit-risk-minimizing hedge ratios. The primary difference is that cash-flow-risk-minimizing hedge ratios balance the risk of cash flow destabilizing spot price changes against the cash flow destabilizing effects of daily futures price changes. A multiple regression estimator of cash-flow risk minimizing hedge ratios was derived.

In the empirical analysis we found that cash flow risk minimizing hedge ratios are not significantly different from batch profit risk minimizing hedge ratios, that risk increases with the processing phase length, that less risk is associated with crush margin than with product inventory holding, that hedging crush margin risk is less effective than hedging product inventories, that cash flow hedging is less effective than batch profit hedging, that the effectiveness of cash flow hedging declines as the phase length increases, and that cash flow hedging effectiveness is significant, even though it may be small.

Furthermore, our empirical model suggested that the timing of hedging strategies differs between cash flow hedging and batch profit hedging. Specifically, given the processing cycle, the crush hedge duration is $\alpha$ under batch profit hedging and $\alpha + \theta$ under cash flow hedging. In addition, the time for hedging the products’ value is $\theta + \psi$ under batch profit hedging and $\psi$ under cash flow hedging. Finally, the single product inventory hedge is $\delta$ for both hedge targets. As a result, cash flow hedging will be less effective than batch profit hedging for two reasons. First the cash flow hedging strategy spends more time ($\theta$) in a crush hedge at the expense of the inventory hedge and the crush hedge is less effective than the inventory hedge given the phase length. Also, cash flow hedging explicitly recognizes the day-to-day impacts of futures prices changes that are disregarded under batch profit hedging.

In conclusion, batch profit hedging is more effective than cash flow hedging. Is this reason enough for batch profits to be the dominant hedging objective? One danger in focusing on the
batch profit objective is that it misrepresents the amount of price risk reduction afforded by hedging. Suppose, for example, that the effectiveness of batch profit hedging is 0.80 for a given set of phase lengths. Thus one would report that this hedging strategy reduces price risk by 80 percent. The problem with this statement is that it completely disregards the risk inherent in daily futures-price changes. This study has shown that cash flow protection inherent in batch profit hedging is much less than implied by the batch profit hedging effectiveness so that the batch profit hedging effectiveness overstates the price risk attained. The cash flow risk inherent in a hedging strategy is not trivial and should not be ignored.

This work can be extended by additional research. Unanswered questions include (1) what happens to cash flow hedging effectiveness as the correlation between input and output prices declines, (2) what happens to cash flow variability if processing is characterized by seasonal cycles, and (3) can futures options be used to construct synthetic futures positions that are free of the cash flow effects of daily resettlement of futures margin accounts?
References


Figure 1. Inventory levels over the processing cycle.
Figure 2. Estimated hedge ratios by phase and phase length.
Figure 3. Risk and effectiveness - batch profit versus cash flow hedging.
Out of Sample Batch Profit Hedging Effectiveness

Out of Sample Cash Flow Hedging Effectiveness

Figure 4. Out of sample hedging effectiveness.
Figure 5. Out of sample hedging strategy cross effects.
Table 1. Sample data descriptive statistics.

<table>
<thead>
<tr>
<th>Price series</th>
<th>Units</th>
<th>N</th>
<th>Avg</th>
<th>StdDev</th>
<th>$\Phi_1^b$</th>
<th>$\hat{\phi}$</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Estimation and simulation period (1990-2005)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>4026</td>
<td>593.06</td>
<td>112.99</td>
<td>3.25</td>
<td>0.9967</td>
<td>8.62</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>4026</td>
<td>22.08</td>
<td>4.66</td>
<td>2.65</td>
<td>0.9975</td>
<td>0.296</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>4026</td>
<td>190.93</td>
<td>38.78</td>
<td>3.93</td>
<td>0.9964</td>
<td>2.96</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>4026</td>
<td>98.47</td>
<td>26.66</td>
<td>33.91**</td>
<td>0.9692</td>
<td>5.85</td>
</tr>
<tr>
<td>Futures prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>4031</td>
<td>604.81</td>
<td>110.04</td>
<td>0.56</td>
<td>0.9988</td>
<td>7.71</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>4031</td>
<td>22.11</td>
<td>4.09</td>
<td>1.93</td>
<td>0.9977</td>
<td>0.277</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>4031</td>
<td>188.23</td>
<td>36.14</td>
<td>0.38</td>
<td>0.9998</td>
<td>2.58</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>4031</td>
<td>80.69</td>
<td>20.40</td>
<td>3.10</td>
<td>0.9952</td>
<td>2.46</td>
</tr>
<tr>
<td><strong>Estimation period (1990-1999)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>2526</td>
<td>608.98</td>
<td>93.79</td>
<td>0.61</td>
<td>0.9982</td>
<td>7.1</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>2526</td>
<td>23.03</td>
<td>3.55</td>
<td>0.88</td>
<td>0.9978</td>
<td>0.28</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>2526</td>
<td>191.94</td>
<td>39.10</td>
<td>1.38</td>
<td>0.9976</td>
<td>2.71</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>2526</td>
<td>95.36</td>
<td>28.59</td>
<td>11.88**</td>
<td>0.9820</td>
<td>4.92</td>
</tr>
<tr>
<td>Futures prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>2524</td>
<td>620.57</td>
<td>91.18</td>
<td>0.03</td>
<td>0.9997</td>
<td>6.86</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>2524</td>
<td>23.11</td>
<td>3.28</td>
<td>0.68</td>
<td>0.9981</td>
<td>0.259</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>2524</td>
<td>189.84</td>
<td>35.01</td>
<td>0.99</td>
<td>1.0018</td>
<td>2.25</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>2524</td>
<td>79.71</td>
<td>22.38</td>
<td>0.00</td>
<td>1.0000</td>
<td>2.25</td>
</tr>
<tr>
<td><strong>Simulation period (2000-2005)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cash prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>1500</td>
<td>566.26</td>
<td>135.34</td>
<td>2.35</td>
<td>0.9952</td>
<td>10.71</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>1500</td>
<td>20.48</td>
<td>5.75</td>
<td>1.69</td>
<td>0.9971</td>
<td>0.322</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>1500</td>
<td>189.23</td>
<td>38.18</td>
<td>2.76</td>
<td>0.9943</td>
<td>3.34</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>1500</td>
<td>103.71</td>
<td>22.09</td>
<td>30.93**</td>
<td>0.9290</td>
<td>7.10</td>
</tr>
<tr>
<td>Futures prices</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>¢/bu</td>
<td>1507</td>
<td>578.36</td>
<td>131.78</td>
<td>0.60</td>
<td>0.9980</td>
<td>8.97</td>
</tr>
<tr>
<td>Soybean oil</td>
<td>¢/lb</td>
<td>1507</td>
<td>20.43</td>
<td>4.71</td>
<td>1.21</td>
<td>0.9972</td>
<td>0.306</td>
</tr>
<tr>
<td>Soybean meal</td>
<td>$/cwt</td>
<td>1507</td>
<td>185.53</td>
<td>37.80</td>
<td>1.19</td>
<td>0.9970</td>
<td>3.04</td>
</tr>
<tr>
<td>Crush margin</td>
<td>¢/bu</td>
<td>1507</td>
<td>82.33</td>
<td>16.45</td>
<td>10.02**</td>
<td>0.9798</td>
<td>2.77</td>
</tr>
</tbody>
</table>

---

$a/\,$ The Dickey Fuller model is $\Delta y_t = a + b y_{t-1} + \varepsilon_t$. To account for unevenly spaced observations caused by weekends and holidays, the adjusted model is $\Delta y_t = a + b y_{t-1} + \varepsilon_t$.  

$b/\,$ Dickey-Fuller statistic for $H_0: a = b = 0$. Rejection of $H_0$ is rejection of $y_t$ follows a random walk. Critical values: $\text{Prob}\{ \Phi_1 > 4.59 \} = 0.05$, $\text{Prob}\{ \Phi_1 > 6.43 \} = 0.01$. ** indicates that $\text{Prob} > \Phi_1 < 0.01$, * indicates that $\text{Prob} > \Phi_1$ between 0.05 and 0.01.
Table 2. Structural change estimation period versus simulation period.

<table>
<thead>
<tr>
<th>Price series</th>
<th>F statistics$^a$</th>
<th>$H_0: \mu_E = \mu_S$, $\rho_E = \rho_S$</th>
<th>$H_0: \sigma_E = \sigma_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cash prices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>0.793</td>
<td>2.542**</td>
<td></td>
</tr>
<tr>
<td>Soybean oil</td>
<td>0.115</td>
<td>1.939**</td>
<td></td>
</tr>
<tr>
<td>Soybean meal</td>
<td>0.743</td>
<td>2.075**</td>
<td></td>
</tr>
<tr>
<td>Crush margin</td>
<td>20.133**</td>
<td>2.431**</td>
<td></td>
</tr>
<tr>
<td>Futures prices</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soybeans</td>
<td>0.260</td>
<td>2.189**</td>
<td></td>
</tr>
<tr>
<td>Soybean oil</td>
<td>1.126</td>
<td>1.978**</td>
<td></td>
</tr>
<tr>
<td>Soybean meal</td>
<td>2.107</td>
<td>2.263**</td>
<td></td>
</tr>
<tr>
<td>Crush margin</td>
<td>9.674**</td>
<td>2.060**</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ E designates estimation period, S designates simulation period. ** indicates that Prob > F < 0.01, * indicates that Prob > F between 0.05 and 0.01.
Endnotes

1 In each expression, the transformation coefficients indicate that the hedge ratios are expressed per bushel of soybeans.

2 While this paper consistently refers to cash flow, we note that the concepts apply equally well to the broader measure of changes in working capital. Thus, we explicitly recognize that margin accounts for futures positions can be funded with cash or short term U.S. government securities and that excess funds in the margin account earn interest.

3 For comparability we focus on the product sales time period. For the batch profit illustration, this occurred at time $t+\theta+\psi+\delta$.

4 $i.e. \Delta_{t+\theta} \mathbf{P}'_{t+\alpha+\psi+\delta} \mathbf{y}$ in (1c) is replaced by $\Delta_{t+\theta} \mathbf{P}'_{t+\alpha+\psi+\delta} \mathbf{y}$ in (5b) and $\Delta_{t+\theta} \mathbf{P}'_{t+\alpha+\psi+\delta} \mathbf{y}$ in (1c) is replaced by $\Delta_{t+\theta} \mathbf{P}'_{t+\alpha+\psi+\delta} \mathbf{y}$ in (5b).

5 In other words, the gains or losses on the futures position.

6

$$\sum_{t=1}^{\alpha+\theta} \text{Cov}(\mathbf{\Delta F}'_{t+\alpha+\theta} P_{t+\alpha+\theta}) \Gamma = \text{Cov}[(\mathbf{F}'_{t+1} - \mathbf{F}_t) \mathbf{\Delta} \mathbf{P}_{t+\alpha+\theta}] + \text{Cov}[(\mathbf{F}'_{t+2} - \mathbf{F}_{t+1}) \mathbf{\Delta} \mathbf{P}_{t+\alpha+\theta}] + \ldots + \text{Cov}[(\mathbf{F}'_{t+\alpha+1} - \mathbf{F}_{t+\alpha+0}) \mathbf{\Delta} \mathbf{P}_{t+\alpha+\theta}] \Gamma$$

$$= \text{Cov}[(\mathbf{F}'_{t+\alpha+0} - \mathbf{F}_t) \mathbf{\Delta} \mathbf{P}_{t+\alpha+\theta}] \Gamma$$

$$= \text{Cov}[(\mathbf{F}'_{t+\alpha+0} - \mathbf{F}_t) \mathbf{\Delta} \mathbf{P}_{t+\alpha+\theta}] \Gamma$$

7 $\mathbf{Y}$ contains spot prices. Each observation consists of a price for soybeans, soybean oil and soybean meal.

8 $t$ refers to the day the price was quoted in the sequence of prices rather than observation number. As a result observations are explicitly recognized as unequally spaced in time because of weekends and holidays. For futures contracts, lag prices were defined as the lagged price of the contract with the given maturity rather than simply the lagged price of the nearby contract. This prevents comparing the price of contracts with differing maturities when the nearby maturity rolls into the next delivery month.

9 No position in soybeans and positions of 47 pounds of meal and 11 pounds of oil per bushed crushed.

10 (3a) and (11a) are equivalent when $\alpha = 1$ and $\theta = 0$.

11 Prob{ (N-K) $R^2$ / (K-1) (1-$R^2$) > $F_{\alpha,K-1,N-K}$ } = 1- $\alpha$ where N is the number of observations, K is the number of regressors in the model (including the intercept), $\alpha$ is an arbitrary level of probability, and $F_{\alpha,K-1,N-K}$ is the value from the F distribution with K-1 and N-K numerator and denominator degrees of freedom respectively that has $\alpha$ as the probability of a smaller value. Abbreviate $F_{\alpha,K-1,N-K}$ as $F_\alpha$ . The probability expression can be rearranged to give Prob{ $R^2$ > $F_\alpha$ / (F $+ (N-K)/(K-1)$) } = 1-$\alpha$. Hence, the critical value of $R^2$ is given by [ $F_\alpha$ (K-1)/(N-K) ] / [1 + $F_\alpha$ (K-1)/(N-K)]. Our hedge ratio determination model has K =4, the simulation period has N=1500, so the critical value of $R^2$, if computed by a regression is roughly 0.005. Our simulation period effectiveness estimates exceed this, except in a few cases.