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Abstract 

Decision makers responsible for the allocation of funds to environmental projects commonly 
use project scoring metrics that are not consistent with basic economic theory. As a result, 
there is often a loss of environmental benefits due to poor prioritisation of projects. The 
magnitudes of these losses are estimated for various metrics that deviate from theory. We 
examine cases where relevant variables are omitted from the benefits metric, project costs are 
omitted, and where parameters are weighted and added when they should be multiplied. 
Distributions of parameters are estimated from 129 environmental projects from Australia, 
New Zealand and Italy for which Benefit: Cost Analyses had previously been completed. The 
cost of using poor prioritisation metrics (in terms of lost environmental values) is often high – 
up to 80 per cent in the scenarios examined. The cost is greater where the budget is smaller. 
The most costly errors were found to be omitting information about environmental values, 
project costs or the effectiveness of management actions, and using a weighted additive 
decision metric for variables that should be multiplied. The latter three of these are errors that 
occur commonly in real-world decision metrics, often reducing potential environmental 
benefits by 30 to 50 per cent. 
 
Key words: Cost Analysis; Prioritisation; Environmental program; Knapsack problem 
 
 
JEL classifications: Q50 
 
 
 

1. Introduction 

Around the world, billions of dollars’ worth of public funds are allocated to environmental 
projects each year (Hajkowicz, 2009; Lambert et al., 2007). These funds are scarce relative to 
the amount needed to support all possible environmental projects, so prioritisation is 
essential. In environmental agencies and organisations, a common approach to the 
prioritization process is to define a set of variables believed to be correlated with projects’ 
benefits and costs, and combine them into a formula or metric (e.g. Feng et al., 2006). 
Numerical values or scores are assigned to each potential project and the metric is used to 
rank the projects. For example, in the Conservation Reserve Program, rankings are based on a 
summation of scores reflecting benefits to wildlife, water quality, erosion, and air quality, a 
factor for enduring benefits and a factor for project costs (Ferris and Siikamäki, 2009).  
 
Given the importance of these metrics in determining which projects get funded and, 
therefore, the efficiency of environmental investments, economists have paid remarkably 
little attention to the design and performance of the metrics used. Many project-ranking 
metrics in actual use are inconsistent with basic economic theory (Pannell and Roberts, 2010; 
Possingham, 2009), reflecting a general neglect of economic principles in the design of many 
programs (Rogers et al. 2013). For example, Wilson et al. (2007) point out that some systems 
fail to consider project cost when ranking projects (e.g., Isaac et al. 2007; Rodriguez et al., 
2004).   
 
In this study, we investigate the extent to which improvements in the provision of 
environmental values could be achieved by amendments to project ranking metrics. To our 
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knowledge, there has been only a single study in which the performance of a reasonably 
sound project ranking metric has been quantitatively compared with that of weaker metrics. 
Joseph et al. (2009) (a team of non-economists) did this in a study to rank investments for 
threatened species in New Zealand. The two weakest prioritization metrics they tested 
resulted in environmental benefits being reduced by 38 and 75 per cent relative to their 
superior metric.  
 
There is scope for improvement on the Joseph et al. (2009) study. Although their relatively 
superior metric has subsequently been applied (e.g. Szabo et al., 2009), it has limitations. 
While it is well structured (dividing benefits by costs, for example), it omits relevant 
variables, including the environmental effectiveness of proposed management actions, the 
predicted level of uptake of those actions by managers, and the time lag until benefits will 
occur. Secondly, their evaluation is conducted for a single set of projects. We show below 
that metric performance can be highly susceptible to sample bias, so that metric performance 
should be evaluated as an average for many sets of projects. Thirdly, they did not explore the 
influence of the size of the program budget on the sensitivity of environmental benefits to 
metric choice. We show below that this influence is high.  
 
Neglect of the issue of metric design could be very costly to the environment. It appears that 
there may be an unmet opportunity for economists to contribute substantially to achievement 
of more valuable environmental outcomes through provision of advice on metric design.  
 
In this study, four potential sources of metric inaccuracy are assessed (reflecting common 
problems in real programs): the use of a weighted additive scoring metric when a 
multiplicative metric should be used; the omission of relevant variables from the benefits 
metric; the failure to adequately consider project costs; and errors in the estimation of 
variables. The purpose of the study is to assess how serious the different issues are likely to 
be. It may be that some of these problems make little difference to the delivery of 
environmental benefits, while others make a large difference and warrant efforts to ensure 
that appropriate methods are used. 
 

2. Indices for prioritisation 

Assume that an investor must allocate a fixed budget among a set of projects. Each project 
has a known cost and known levels of variables related to benefits. The total cost of all 
projects would exceed the budget, so prioritisation is required. The benefits and costs of each 
project do not depend on which other projects are selected. The problem is to choose the set 
of projects that would maximise total environmental values. This is known as a “knapsack” 
problem (Kellerer et al. 2004). 
 
Pannell (2013) describes the theoretical and practical principles for selection of a decision 
metric for solving this problem. Hajkowicz et al. (2007) demonstrated that the problem can 
be closely approximated by ranking projects according to their Benefit: Cost Ratios (BCRs). 
Pannell’s (2013) recommended formula for the BCR, including a number of carefully 
considered simplifications, is as follows: 
 

��� =
�×�×�×(
��) (
��)�⁄

�
 (1) 

where  
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V = the total value of the environmental assets affected by the project, at a reference 
condition; 
W = the proportional increase in environmental value as a result of the project, 
relative to V; 
A = the adoption of the required new behaviours or practices, as a proportion of the 
level of adoption that would fully deliver the objectives of the project (simplifying 
assumption: benefits are linearly related to the level of adoption);  
R = the risk of project failure – a probability – depending on technical, social, political 
and financial risks (simplifying assumption: success of a project is a binary variable – 
complete success to the extent determined by other variables or complete failure);  
L = the time lag until benefits occur (simplifying assumption: all benefits of a project 
commence at the same time and continue indefinitely thereafter); 
r = the discount rate; and  
C = the present value of project costs, including maintenance costs and compliance 
costs as well as short-term project costs.  

 
Equation (1) is an expansion of the metrics derived by Metrick and Weitzman (1998), whose 
numerator consisted of V × W, and by Joseph et al. (2009), whose numerator was V × (1 − R). 
Both confirmed that the structure of Equation (1) is theoretically correct, but omitted some of 
the variables included here.  
 
A feature of Equation (1) compared to some equations in use is that the elements are 
multiplied. W and A enter the formula multiplicatively because they are proportional to 
expected benefits. Multiplying the rest of the numerator by (1 – R), the probability of project 
success, gives us the expected value of benefits. The time lag until benefits (L) is accounted 
for using standard discounting methods – a discount factor is multiplied by the benefits. 
Benefits are divided by costs because we assume that there is a fixed budget, and in that 
situation ranking by BCR provides the greatest overall benefits (Pannell, 2013).  
 
In practice, a far more commonly used metric for prioritisation of environmental project takes 
the form shown in equation (2): 
 
α = �
 × � + �� ×� +�� × � + �� × � + �� × � +�� × � (2) 
 
where the wis are weights, chosen subjectively to reflect the relative importance of the 
different variables. For example, decision metrics of exactly this form have been used to rank 
projects in the US Conservation Reserve Program (Ferris and Siikamäki, 2009; Feng et al., 
2006), and Australia’s Caring for Our Country program. Marsh et al. (2007) used a similar 
additive metric to prioritise the allocation of resources amongst threatened species of frogs 
and mammals in Queensland, Australia.  
 
Equation (2) clearly provides erroneous estimates of the relative priorities of projects. For 
example, if Equation (2) is used, a project that should be given a low priority because it 
completely fails on an essential criterion (such as adoption, A, or the effectiveness of works, 
W) can erroneously be given a high priority because it scores well on other variables1. 

                                                 
1 A perhaps more defensible weighted additive approach is to calculate V by summing different types of benefits 
that a project may generate. For example, a project might protect or enhance several environmental assets of 
different types, in which case adding these benefits may be justified. Johansson and Cattaneo (2006) compared 
the consequences of adding versus multiplying variables to estimate V from various contributors to value. They 
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Subsequent sections explore the potential seriousness of this error, in terms of total benefits 
foregone. 
 
A second common error in formulating project prioritisation metrics is to omit variables from 
the calculation of benefits. For example, in prioritising investments under Australia’s natural 
resource management programs (e.g. the Natural Heritage Trust), it was common to fail to 
consider both the technical feasibility of the project and the likely adoption by land managers 
of proposed management changes. As noted earlier, although they used well-structured 
metrics, Metrick and Weitzman (1998) and Joseph et al. (2009) omitted some of the variables 
in Equation (1). If the variable W was omitted, for example, Equation (1) would be modified 
to: 

�
 =
�×�×(
��) (
��)�⁄

�
 (3) 

or, if, in addition to omitting W, a weighted additive system was used,  
 
α
 = �
 × � +�� × � +�� × � + �� × � + �� × � (4) 
 
where α1 and β1 are indices of project merit. Next, projects are sometimes ranked according 
to benefits, without consideration of costs. While this seems remarkable to an economist, it is 
not uncommon in environmental management, as noted by Hajkowicz et al. (2007), Joseph et 
al. (2009) and Laycock et al. (2009). This implies ranking projects according to one of the 
following two equations:  

�� = � ×� × � × (1 − �) (1 + !)"⁄  (5) 

or  

α� = �
 × � + �� ×� +�� × � + �� × � + �� × � (6) 

The analysis also examines combinations of omissions. For example, we will simulate a 
scenario where both W and C are omitted, resulting in projects being prioritised using 
Equations (7) or (8).  
 

�� = � × � × (1 − �) (1 + !)
"⁄  (7) 

or  

α� = �
 × � + �� × � + �� × � + �� × � (8) 

 
Finally, there is likely to be uncertainty about the parameter values for each project, resulting 
in errors, to some extent, in the estimation of the parameter values to be used to calculate 

                                                                                                                                                        
showed that the choice of functional forms makes a substantial difference to prioritization of results, although it 
is not clear whether or when multiplication would be preferred to addition for calculation of V.  
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benefits. Variables can be estimated more accurately, but usually at greater cost. The analysis 
here estimates the likely cost of inaccuracy through introducing random errors from defined 
distributions into the values of the variables.  
 

3. Methods 

3.1 Data 

Values for project parameters (V, W, A, R, L and C) were obtained from the database of 
projects that have been evaluated using the Investment Framework for Environmental 
Resources (INFFER) (Pannell et al. 2012). In total, 129 projects were identified as having 
complete sets of parameters and were used to estimate the probability distributions for each 
parameter and to test for correlations between parameters. These projects addressed a diverse 
range of environmental issues, including biodiversity conservation, threatened species 
conservation, native vegetation protection, wetland conservation, stream protection, water 
quality in streams and soil conservation. They were predominantly from Australia, but 
included six projects from New Zealand and Italy. Based on this data set, approximate 
distributions for each parameter were estimated (Table 1). Comparisons of the distributions 
from the raw data and the distributions assumed for this analysis are available at 
http://dpannell.fnas.uwa.edu.au/archive/project-errors-distributions.xlsx 
 
 
Table 1. Assumed distributions for each parameter, based on data from 129 actual 
environmental projects.  

Parameter Unit of 
measure 

Distribution 

V $ millions ln(V/20) × 11  ~N(20, 10); 
negatively skewed in V. 
Mean(V) = $278 million, 
Standard deviation(V) = $262 
million. 

W Proportion W ~N(0.3, 0.15), winsorised at 
0 

A Proportion A ~N(0.8, 0.2) , winsorised at 0 
and 1 

R Probability R ~N(0.5, 0.18) , winsorised at 
0 and 1 

L Years L ~N(10, 4) , winsorised at 0 
C $ millions 

(present value) 
ln(C) × 2 ~N(2, 2); negatively 
skewed in C. Mean(C) = $6.7 
million, Standard deviation(C) 
= $7.8 million. 

 
 
There were no significant correlations between any of the benefits-related variables (V, W, A, 
R and L), with the largest R2 being 0.05. There was also no correlation between benefits and 
costs (R2 = 0.001). The absence of covariances between variables simplified the simulations. 
In all simulations, a discount rate of 5 per cent is assumed.  
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3.2 Procedure 

 
Scenarios examined in the analysis are as follows: 
(a) The benefit: cost ratio (Equation 1), which is assumed to provide accurate prioritisation 

and is used as the benchmark; 
(b) Weighted additive metric (Equation 2); 
(c) Partial exclusion of benefits-related variables – 1, 2 or 3 variables excluded (similar to 

Equation 3, with various variables omitted); 
(d) Partial exclusion of variables – 1, 2 or 3 variables excluded – and weighted additive 

metric (similar to Equation 4, with various variables omitted); 
(e) Ranking projects considering project benefits but not costs (Equation 5); 
(f) Ranking projects considering project benefits but not costs in a weighted additive metric 

(Equation 6); 
(g) Errors in measurement: normally distributed errors in all benefits-related variables, with 

coefficients of variation of 15 or 30 per cent in each case; and  
(h) Random project selection, with each project equally likely to be selected.  
 
The cost of errors in assessment for project prioritisation will depend on the degree of 
selectivity involved – i.e. the budget available relative to the budget required to fund all 
projects. In a funding program where the available budget is sufficient to fund only a small 
proportion of the proposed projects, the relative cost of errors will be greater than for a 
program where most projects can be funded. To investigate the impact of project selectivity 
on the cost of assessment errors, various budget sizes are simulated: 2.5, 5, 10, 20 and 40 per 
cent of the budget that would be required to fund all projects. In environmental programs, 
selectivity can be high. For example, in the 2009 round of competitive funding under the 
Caring for our Country program in Australia, around 5 per cent of proposed projects were 
funded, in 2002 the European LIFE Environment Program funded 23 per cent of proposed 
projects (EC 2002) and in 2003 the US Environmental Quality Incentives Program (EQIP) 
funded 17 per cent of projects (USDA 2003).  
 
To estimate the cost of poor metrics, it is assumed that 100 projects have been proposed for 
funding. The number of projects that is actually funded depends on the assumed budget, 
ranging from 2.5 to 40 per cent of the total amount required for all 100 projects (see above). 
For each of the 100 projects, values for V, W, A, R, L and C are generated randomly from the 
distributions given in Table 1. For cases where weighted additive benefit scoring is used, the 
weights used are the inverse of the means for each of the variables (negative weights for R, L 
and C), meaning that each of the variables has a similar influence on project scores. Other 
than for L, this approach maximises the correlation between the BCR and the weighted 
additive metric. For other weights, the cost of using the weighted additive metric would be 
larger than is estimated below.  
 
The procedure for the analysis is as follows. 
1. For 100 simulated projects, generate random values from estimated distributions (Table 

1) for all parameters. 
2. Calculate the Benefit: Cost Ratio for each project using Equation (1). 
3. Select those projects with the highest Benefit: Cost Ratios that fit within the program 

project.  
4. For the marginal project, assume that it is funded to the extent that the budget allows, and 

that its benefits are proportional to the funding it receives. All other projects receive 
either full funding or no funding. 



 8

5. Record the total benefits for funded projects.  
6. Repeat steps 2 to 4 using an alternative prioritisation metric. Also repeat step 5, but use 

the correct measure of benefits from step 2, not from the alternative metric, to calculate 
total benefits from the projects selected using the alternative metric.  

7. Comparing the total benefits from the two instances of step 5, calculate the loss of 
environmental benefits resulting from use of the alternative prioritisation metric, as a 
percentage of the benefits generated using the BCR.  

8. Repeat steps 1 to 7 1000 times to generate a distribution of results from which the mean 
percentage losses are calculated.  

9. Repeat steps 1 to 8 for scenarios (b) to (h) (and combinations) and for five levels of the 
program budget. 

 
Altogether, the analysis involved over 27 million simulated projects being considered in over 
270,000 simulated decisions. The spreadsheet used to undertake calculations and rankings is 
available at http://dpannell.fnas.uwa.edu.au/archive/project-errors.xlsm 
 
To illustrate and clarify the procedure, Figure 1 shows a single randomly generated case, 
comparing BCRs for a set of 100 projects calculated using Equation (1) with scores for the 
same projects calculated using Equation (7) (i.e., with W and C omitted). Overall, there is 
only a modest correlation between the two metrics (R2 = 0.40), so the incorrect metric will 
result in potential environmental benefits being foregone due to poor project selection. The 
purpose of this analysis is to estimate those environmental losses quantitatively for realistic 
scenarios.  
 
Note that each simulation of a set of 100 projects generates a somewhat different graph and a 
different correlation. That is why the procedure involves repeated random sampling for each 
scenario (as noted above) – estimates from any single simulation are likely to be biased.  
 
Figure 2 shows the project rankings corresponding to the scores in Figure 1. Lower rankings 
correspond to superior projects (higher BCRs). The correlation between the two ranking 
systems is low: R = 0.33. The two dashed lines in Figure 2 show the threshold ranking for 
project funding, assuming that the program has sufficient funds to support approximately 10 
per cent of projects2.  
 
The dashed lines divide the area of the graph into four sections. The upper right section 
contains those projects that are ranked poorly by both metrics – these projects would not be 
funded using either approach. The bottom left section contains projects that are ranked 
favourably by both metrics.  
 
The upper left section has projects that are ranked favourably by the correct BCR and 
unfavourably by the equation that omits W and C. Selection of these projects using Equation 
(7) results in lower expected environmental values than selecting projects using Equation (1). 
 

                                                 
2 Approximately 10 per cent because cost itself is a random variable that is generated for each project. Therefore 
the budget required to fund all projects is itself a random variable. For the simulations in Figures 2 and 4, the 
program budget is set at 10 per cent of the mean of that distribution. 
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Figure 1. Scattergram illustrating correlation between benefit: cost ratios calculated correctly 
(Equation 1) and metric that ignores two variables: W and C. For this randomly generated 
case, R2 = 0.40.  
 

 
Figure 2. Project rankings for the example illustrated in Figure 1. Dotted lines show cut offs 
for funding under each criterion, with a program budget of 10% of the level required to fund 
all projects. Lower rankings are preferred. R2 = 0.33, cost of poor prioritisation = 36%. 
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The lower right section has projects that are ranked unfavourably by the BCR and favourably 
by the alternative function – projects that should not be funded but would be if Equation (7) 
is used. In this simulation, the alternative function leads to funding of five projects with poor 
BCRs (ranked worse than 31 out of 100 on the ‘Correct ranking’ axis).  
 
A notable feature of the figure is that the correct BCR results in funding of a larger number of 
projects than does the alternative metric. This is because the alternative metric ignores project 
costs, resulting in selection of expensive projects that lack sufficient benefits to be justified. 
For example, a very expensive project is ranked seventh using the incorrect metric but only 
74th using the correct BCR metric. Funding this very expensive project means that many 
other worthwhile but smaller projects must be foregone. Overall, in this single simulation, the 
total benefits of projects selected for funding using Equation (7) are 36% less than the total 
benefits of projects prioritised using Equation (1).  
 
Figures 3 and 4 show equivalent outputs for the additive decision metric, also omitting W and 
C (Equation (8)). The correlation between metric scores (Figure 3) is very low in this case – 
R

2 = 0.04. The figure shows how the distribution of BCR scores is highly skewed, with a 
small number of projects performing much better than the majority of projects. By contrast, 
scores for the additive metric are much more evenly distributed, such that outstanding 
projects do not stand out.  
 
 

 
Figure 3. Scattergram illustrating correlation between Benefit: Cost Ratios calculated 
correctly (Equation (1)) and an additive metric with two missing variables: W and C 
(Equation (8)). For this randomly generated case, R2 = 0.04.  
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The corresponding project rankings are shown in Figure 4. As in the previous example, 
because cost is ignored in the alternative metric, switching from the BCR to the alternative 
metric involves giving up a larger number of projects (top-left quadrant) than are added 
(bottom right quadrant). The cost of poor project selection is higher than for the previous 
case: 44 per cent.  
 
 
 

 
Figure 4. Project rankings for the example illustrated in Figure 3. Dotted lines show cut offs 
for funding under each criterion, with a program budget of 10% of the level required to fund 
all projects. Lower rankings are preferred. R2 = 0.25, cost of poor prioritisation = 44%. 
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illustrated in Figures 3 and 4. In the single simulation for Figures 3 and 4, the cost of poor 
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Figure 5. Frequency distribution (1000 random simulations) of cost of poor prioritisation for 
the scenario illustrated in Figures 3 and 4. Mean cost = 36%, standard deviation of cost = 
15%, for 95% of cases cost < 62%. 
 
 
Figure 5 shows that evaluating a decision metric based on a single sample of projects may be 
subject to considerable sample bias (depending on the number of projects in the sample). In 
this example, depending on the particular sample of 100 projects, we could conclude that the 
loss from excluding W and C was anything from 0.1 to 0.9. It is only by repeating the process 
for a large number of samples that we can identify the expected losses. The only previous 
study to estimate the losses from poor metrics compared to a reasonably sound metric (Joseph 
et al., 2009) based the analysis on a single set of projects.  
 

3. Results and Discussion 

Tables 2 to 6 show results from step 9 of the procedure: mean losses for different metrics in 
different budget scenarios. To provide a benchmark for comparison, Table 2 shows the mean 
losses due to completely failing to prioritise. In these simulations, projects are selected at 
random with no input of information. The mean loss of potential benefits ranges from 55 to 
89 per cent, depending on the program budget. Clearly, the environmental cost of failing to 
prioritise projects is high for these budget levels. Results for the various alternative metrics 
(Equations 2 to 6) will perform better than this, but not as well as Equation (1).  
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Table 2. Expected loss of environmental benefits from random project selection (as a 
percentage of the benefits of perfect prioritisation), with each project equally likely to be 
selected 

 Budget (relative to full funding) 

 2.5 5 10 20 40 

Loss 89 87 81 72 55 

 
 
Table 3 shows the expected loss of benefits from omitting variables from the BCR equation 
(Equation 1). In this table and the next three, it is assumed that decision makers have perfect 
knowledge about the parameters values for each project. Later we relax this assumption.  
 
 
Table 3. Expected loss of environmental benefits from poor prioritisation (as a percentage of 
the benefits of perfect prioritisation) 

Scenario Budget (relative to full funding) 

 2.5% 5% 10% 20% 40% 

Omit V 31 26 20 14 7 
Omit W 9 8 6 4 2 
Omit A 2 2 1 0.8 0.4 
Omit R 5 4 3 2 1 
Omit L 1 1 0.8 0.5 0.2 
Omit C 35 31 26 18 9 
Omit V and W 39 34 28 20 11 
Omit V and R 37 31 24 16 9 
Omit V and C 71 65 57 43 25 
Omit W and R 15 12 10 7 4 
Omit W and C 45 40 33 24 13 
Omit R and C 41 36 29 22 12 
Omit V, W and R 45 38 31 22 13 
Omit V, W and C 78 73 65 53 35 
Omit V, R and C 75 70 62 50 30 
Omit W, R and C 50 43 37 29 16 

 
 
Results are consistent with the expectation that the quality of the metric is relatively more 
important when investment funds are scarcer. Typically, the percentage loss of environmental 
values resulting from use of a poor decision metric is three to five times greater for a very 
small budget (2.5%) than for a large budget (40%).  
 
The cost of omitting variables from the BCR equation varies depending on which variable is 
omitted. Going from greatest to least cost of omission, the order of the variables is C, V, W, 
R, A and L. (Note that the three variables for which Pannell (2013) made simplifying 
assumptions when formulating his BCR formula – R, A and L – are the three to which the 
cost of omission is lowest, indicating that the simplifications would have low costs.) To 
understand the reason for this order, consider W, A and R, three variables that are defined 
similarly (as winsorised normal distributions). Interestingly, although A has the highest 
standard deviation, it has the lowest cost of being omitted. The reason is that it has the 
highest mean value and, as a result, it has the lowest coefficient of variation (CV). It is the 
CV that determines this result, rather than the absolute standard deviation.  
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To illustrate, Table 4 shows results where the mean of A has been reduced, leaving all other 
parameter distributions unchanged, and leaving the standard deviation of A unchanged. The 
lower the mean (i.e. the higher the CV), the greater the expected cost of omitting A from the 
ranking formula. If the mean of A (pre-winsorisation) had been zero, omitting A would have 
caused the highest loss of any variable. The reason that A has a high mean value of 0.8 is that 
it is defined as adoption of changed practices with the project in place, including whatever 
policy mechanisms the project entails (e.g. payments, education, enforcement). In most of the 
projects in the database, it was judged that adoption with the project in place would be 
reasonably high.  
 
 
Table 4. Expected loss of environmental benefits from omitting A (as a percentage of the 
benefits of perfect prioritisation).  

Mean of A* Budget (relative to full funding) 

 2.5% 5% 10% 20% 40% 

0.8 2 2 1 0.8 0.4 
0.6 4 3 2 2 0.8 
0.4 9 7 6 4 2 
0.2 20 17 14 10 5 
0 41 36 29 20 10 

* Mean prior to winsorisation. 
 
 
These results reveal the reason why omission of V or C from the metric causes such large 
losses. In the sample of projects used to parameterise the model, they have the highest CVs ( 
over 1 in each case) much larger than the other variables. For a program that focused on 
projects which had smaller relative ranges of V or C, the costs of their omission would be 
smaller than estimated here.  
 
Returning to Table 3, the effect of combining omissions is approximately additive. 
Combinations are shown for the four variables to which results are most sensitive. The 
greater the number of variables omitted, the greater is the loss of environmental values 
resulting from poor project selection. In cases where the two most costly variables are 
omitted (V and C), the loss of environmental values approaches the losses from completely 
uninformed random project selection.  
 
Fortunately, project ranking systems do typically include a measure of V. Sometimes it is the 
only one of these six variables that is included – it is not unusual for project decision metrics 
to ignore W, A, R L and/or C. Although omitting A and L is not costly, the last line of the 
table indicates that expected environmental losses from omitting W, R and C are substantial. 
Further, the quality of the measure of V is often questionable. In many cases, it is based solely 
on scientific criteria, without considering the social values, such as would be estimated from 
non-market valuation studies.  
 
Table 5 shows a similar set of result for the case where the decision metric is formulated as a 
weighted additive formula (as in Equation (2)). The first line of results shows the 
environmental losses from using the additive formulation if all relevant variables are 
included. It is a costly error, exceeded in Table 3 only by omission of C or V (amongst the 
individual omissions).  
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Table 5. Expected loss of environmental benefits from poor prioritisation (as a percentage of 
the benefits of perfect prioritisation), using a weighted additive metric 

Scenario Budget (relative to full funding) 

 2.5% 5% 10% 20% 40% 

All data included 23 14 7 3 2 
Omit V 45 36 25 17 2 
Omit W 30 20 13 7 4 
Omit A 25 16 8 4 3 
Omit R 27 18 10 5 3 
Omit L 26 15 7 3 2 
Omit C 42 37 30 21 12 
Omit V and W 53 44 33 22 11 
Omit V and R 49 41 30 19 10 
Omit V and C 70 65 57 45 27 
Omit W and R 34 24 16 9 5 
Omit W and C 48 43 36 26 15 
Omit R and C 45 40 32 24 14 
Omit V, W and R 58 49 38 26 13 
Omit V, W and C 78 73 67 55 36 
Omit V, R and C 75 70 63 51 31 
Omit W, R and C 49 45 38 29 17 

 
 
When an additive metric is used, the marginal loss from omitting variables is lower than 
when the BCR formula is used (e.g. at 2.5 per cent budget, the cost of omitting V is 22 per 
cent (45 – 23) compared with 31 per cent in Table 3). However, the combined cost of 
omitting variables and using an additive metric is greater than the cost of omitting variables 
in Table 3 (e.g. 45 versus 31 per cent in the above example).  
 
The ranking of variables in terms of losses due to variable omission in Table 5 is similar to 
Table 3, although the differences between them are smaller. When three of the four most 
costly variables are omitted, the total losses are similar between the two metrics.  
 
These results could be used to evaluate the quality of specific decision metrics. For example, 
the Project Prioritisation Protocol of Joseph et al. (2009) includes V, R and C and uses a BCR 
style formula, omitting W, A and L. We can see from Table 3 that the loss of potential 
environmental benefits from this metric would be approximately 3 to 12 per cent, depending 
on the budget, and assuming perfect information. This might be viewed as an acceptable 
trade-off for the benefits of simplicity. On the other hand, it is not uncommon for ranking 
processes to employ an additive metric that omits R, C, W, A and L (e.g., Isaac et al. 2007; 
Rodriguez et al., 2004). The expected losses from this approach are 20 to 50 per cent (40 to 
50 per cent under small budget scenarios). These are clearly unnecessary environmental 
losses that would be readily avoidable by improvements in the decision metric.  
 
The final set of results explores the losses due to uncertainty about parameter values. This is 
simulated by adding a normally distributed error term to each of the benefits-related 
variables. (It is assumed that there is no uncertainty about project costs.) In the simulations 
we prioritise projects based on perfect information and then based on uncertain information 
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and compare the environmental values achieved (evaluated from the standpoint of perfect 
information). This is done using both metric types (BCR and additive), with and without the 
omission of variables. Two different levels of uncertainty are investigated: moderate (15 per 
cent CV for each variable) and high (30 per cent CV for each variable). Results are shown in 
Table 6.  
 
 
Table 6. Expected loss of environmental benefits from uncertainty in project prioritisation 
(assuming equal CV for each benefit-related parameter) as a percentage of the benefits of 
perfect prioritisation. 
 

Scenario Budget (relative to full funding) 

 2.5% 5% 10% 20% 40% 

Coefficient of variation 15%      

All data included correctly 4 3 2 2 1 
Omit C 4 3 2 2 0 
Omit W and C 3 2 2 2 2 
Omit V, W and C 2 3 3 3 3 
Additive 3 3 2 2 0.7 
Additive, Omit C 3 0.9 2 2 2 
Additive, Omit W and C 1 2 0.7 1 2 
Additive, Omit V, W and C 0.5 1 1 2 2 

      
Coefficient of variation 30%      

All data included correctly 13 12 10 7 1 
Omit C 12 11 9 8 2 
Omit W and C 8 8 9 9 6 
Omit V, W and C 5 6 7 7 3 
Additive 8 9 9 6 3 
Additive, Omit C 7 7 6 7 6 
Additive, Omit W and C 3 5 5 6 6 
Additive, Omit V, W and C 3 3 4 5 5 

 
 
Even if all variables are included and the correct BCR formula is used, uncertainty is much 
less costly (in terms of environmental values foregone) than omission of the more costly 
variables or combinations of variables. The loss due to high uncertainty is less than half the 
loss from omitting C or V, for example. The loss from moderate uncertainty is less than 5 per 
cent at all budget levels simulated.  
 
Notably, if a poor decision metric is used (additive and/or omitting variable), the marginal 
cost of uncertainty is even lower. The poorer the metric, the lower the cost of uncertainty. 
Even high uncertainty has a marginal loss less than 10 per cent under the poorer metrics, and 
the loss from moderate uncertainty falls to very low levels.  
 
These results have some strong, and perhaps surprising, implications. If a decision maker 
faces high uncertainty about project parameters and is currently using a poor decision metric 
for ranking projects, then the expected benefits of improving the metric are much greater than 
those for reducing parameter uncertainty. It is clear to which of these options effort should 
preferably be directed.  
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Further, if a very poor metric is used, then the benefits of going from high uncertainty to 
perfect information are remarkably low: 3 to 6 per cent. Improving information quality only 
generates benefits greater than 10 per cent if a reasonably good decision metric is used, and 
even then only if the available budget is low.  
 
Thirdly, even if uncertainty about a variable is high, it is important to include it the decision 
metric. The environmental cost of omitting it is likely to be higher than the cost of 
uncertainty if it is included, potentially much higher.  
 

4. Conclusion 

The loss of environmental benefits resulting from poor prioritisation of environmental 
projects due to use of inappropriate metrics can be very high, with losses of up to 80 per cent 
of environmental values in extreme cases – little better than completely uninformed random 
selection of projects. If program budgets are small relative to the cost of all proposed projects 
(e.g., 10 per cent or less), commonly made errors in decision metrics result in losses of 30 to 
50 per cent, even under perfect information. These errors are readily avoidable. 
Environmentalists advocating for improvements in environmental outcomes may find that 
seeking improvements in environmental decision processes may generate much greater 
improvements in environmental values than equivalent efforts devoted to increasing 
environmental budgets. Decision makers should avoid using weighted additive decision 
metrics inappropriately, and should be sure to include all the key variables, particularly 
variables representing environmental values, the effectiveness of management actions, and 
project costs.  
 
The use of poor metrics interacts with uncertainty about project parameter values. If a poor 
metric is used, the benefits of improving the quality of information used to prioritise projects 
falls, in some situations to very low levels. Even using a perfect metric, the loss from relying 
on poor information is substantially less than some common errors or combinations of errors 
in the design of decision metrics. This suggests that, for environmental project prioritisation, 
it is more important to ensure that high quality decision metrics are used than to invest in 
improving the quality of information about projects.  
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